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Abstract 
In this paper, a high frequency and dynamic pairs trading system is proposed, based on a market-neutral 
statistical arbitrage strategy using a two-stage correlation and cointegration approach. The proposed pairs trading 
system was applied to equity trading in U.S. equity markets in any type of market cycle condition to capture 
statistical mispricing between the prices of each stock pair based on its residuals and to model the stock pairs 
naturally as a mean-reversion process. The proposed pairs trading system was tested for out-of-sample testing 
periods with high frequency stock data from 2012 and 2013. Our trading strategy yields cumulative returns up to 
56.58% for portfolios of stock pairs, well exceeding the S&P 500 index performance by 34.35% over a 12-month 
trading period. The proposed trading strategy achieved a monthly 2.67 Sharpe ratio and an annual 9.25 Sharpe 
ratio. Furthermore, the proposed pairs trading system performed well during the two months in which the S&P 
500 index had negative returns. Thus, the trading system might be especially more profitable at times when the 
U.S. stock market performed poorly. Therefore, the performance returns of the proposed pairs trading system 
were relatively market-neutral and were positive regardless of the performance of the S&P 500 index. 
Keywords: cointegration, correlation, high frequency trading (HFT), long/short strategy, market-neutral, pairs 
trading, Sharpe ratio, statistical arbitrage 

1. Introduction 
High frequency trading (HFT), which is a type of algorithmic and quantitative trading, is characterized by short 
holding periods, specifically the use of sophisticated and powerful computing methods to trade securities rapidly. 
HFT has positions in equities, options, currencies, and all other financial instruments that possess electronic 
trading capability, aiming to capture small profits and/or fractions of a cent of profit on every short-term trade 
(Cartea & Penalva, 2012; Aldridge, 2010). It may have a potential Sharpe ratio, which is a ratio developed by 
Nobel laureate William F. Sharpe to measure risk-adjusted performance (Sharpe, 1975; 1994); this ratio could be 
hundreds of times higher than the Sharpe ratio of traditional buy-and-hold trading strategies (Aldridge, 2009). 

Statistical arbitrage is a situation where there is a statistical mispricing of one or more assets based on the 
expected values of these assets or financial instruments, including stocks, derivatives, currencies, and bonds, etc. 
In other words, statistical arbitrage assumes the statistical mispricing of price relationships, which are true in 
expectation and in the long run when repeating a trading strategy (Pole, 2007). This is to say that when a profit 
situation takes place from pricing inefficiencies between securities, traders can identify the statistical arbitrage 
situation through mathematical and/or quantitative models. Statistical arbitrage depends heavily on the ability of 
market prices to return to a historical or predicted mean. 

In the hedge fund industry, most hedge funds use statistical arbitrage, such as a market neutral strategy, long 
and/or short strategies, and so on (Wilson, 2010). Statistical arbitrage is referred to as a highly technical 
short-term mean-reversion strategy, which involves large numbers of securities, short holding periods, 
substantial computational models, and trading (Lo, 2010). The idea is to make many bets with positive expected 
returns and to produce a low-volatility investment strategy (Avellaneda & Lee, 2010), thereby taking advantage 
of diversification across assets. 

Pairs trading is one of the most common strategies of statistical arbitrage and has been widely used by 
professional traders, institutional investors, and hedge fund managers. Pairs trading is a trading strategy, which 
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takes advantage of market inefficiencies based on a pair of stocks. The perception is to identify two stocks that 
move together and to take long and short positions simultaneously when they diverge abnormally. Thus, it is 
expected that the prices of the two stocks will converge to a mean in the future (Perlin, 2009; Elliot, Hoek, & 
Malcolm, 2005; Caldeira & Moura, 2013). Pairs trading is one of the early quantitative methods of trading used 
at Wall Street that dates back to the 1980’s (Vidyamurthy, 2004). Today, it continues to remain an important 
statistical arbitrage strategy used by hedge funds. 

According to quantitative models, pairs trading requires a driving mechanism for mean-reversions using a 
statistical arbitrage strategy. If two stock prices were truly random, pairs trading would not work well. The Law 
of One Price (LOP) states that two stocks with the same payoff in every state of nature must have the same 
current value (Caldeira & Moura, 2013; Gatev, Goetzmann, & Rouwenhorst, 2006). Thus, two stock prices 
spread between close substitute assets should have a stable, long-term equilibrium price over time. This is 
consistent with the view that the profits are a compensation of statistical arbitrage according to the LOP. 

Pairs trading can also be considered as a market-neutral trading strategy that matches a long position and a short 
position in a pair of highly correlated financial instruments. Like the process of statistical arbitrage, the profit 
value of pairs trading is derived from the difference of the price changes of the two instruments, rather than from 
the direction in which each instrument moves. This trading can be used to gain profit during a variety of market 
conditions, including periods when the equity market goes up, down, or sideways, along with low or high 
volatilities. 

The market-neutral trading strategy often provides a hedge against market risk because one long position is taken 
in conjunction with another short position to reduce directional exposure. The market-neutral trading strategy is 
neither risk-neutral nor risk-free. As can be expected, the risks are different from those associated with market 
directional trading. Thus, the market-neutral trading strategy provides alternative and uncorrelated profits of 
return with market directions. 

Recently, advances in wired and wireless high-speed wideband connections (Miao, 2007) and powerful 
computing methods have utilized HFT in conjunction with market-neutral statistical arbitrage strategies, such as 
pairs trading. Holding periods have significantly decreased from weeks to days, hours to minutes, or even shorter 
time periods, increasing the frequency of profit returns. 

Correlation and cointegration in statistical arbitrage are related, but they highlight different concepts. High 
correlation in assets does not necessarily imply high cointegration in prices. Correlation reflects co-movements 
in assets, but it is usually unstable over time. High correlation alone is not sufficient enough to ensure the 
long-term performance of hedges. Correlations based on hedge strategies commonly require frequent rebalance 
(Alexander, 1999). On the other hand, cointegration measures long-term co-movements in prices even through a 
period when correlation appears low. Therefore, cointegration based on hedge strategies may be more effective 
in long-term running and short-term dynamic trends. 

Thus, in this paper, a high frequency and dynamic pairs trading system is proposed, based on a market-neutral 
statistical arbitrage strategy using a two-stage correlation and cointegration approach. The proposed pairs trading 
system was applied to equity trading and was able to capture statistical mispricing between the prices of stock 
pairs, using regression residuals, and to model them as natural mean-reversion processes with a short holding 
period in the U.S. equities market under any market cycle conditions. 

2. High Frequency Stock Data 
A high frequency equity database contained 2,100 preselected individual stocks, in which each stock belonged to 
the NYSE and/or NASDAQ in the U.S. equities market. Each high frequency stock datum consisted of 
15-minute stock prices, which included open, high, low, and close prices with a volume, and were referred to as 
open-high-low-close (OHLC) stock prices. These stocks had trading dates ranging from May 1, 2012 to the 
present, where new intraday data were updated automatically on a daily basis. Each high frequency stock datum 
was separated into different sectors. In this paper, 177 oil and gas stocks from the energy sector were selected for 
the high frequency and dynamic pairs trading system, based on the market-neutral statistical arbitrage strategy 
using the two-stage correlation and cointegration approach. 

3. Algorithms, Modeling and Methods 
Correlation is a statistical term derived from linear regression analysis, which describes the strength of a 
relationship between two variables. The central idea of pairs trading is to see if two stocks are highly correlated. 
Then, any changes in correlation may be followed by mean-reversion to the trend of stock pairs, thereby creating 
a profit opportunity. 
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On the other hand, cointegration is an attempt to parameterize pairs trading strategies, which explore the 
possibility of a statistical feature, where two stocks are cointegrated. That is, two stocks can be linearly 
combined to produce a stationary time series. Cointegration is a powerful tool, which allows the establishment of 
a dynamic model of two non-stationary time-series stocks. 

Pairs trading attempts to identify a relationship between two stocks, determine the direction of their relationship, 
and execute long and short positions based on the statistical data presented simultaneously. Selecting a good 
stock pair for trading becomes the most important stage of mean-reversion of the market-neutral statistical 
arbitrage strategy. 

Thus, in this section, the applicability of the two-stage correlation and cointegration approach for the high 
frequency and dynamic pairs trading system, based on the mean-reversion of the market-neutral statistical 
arbitrage strategy, is discussed in detail in terms of algorithms, quantitative models, and pairs trading strategies 
and methods. 

3.1 Pairs Trading Using Correlation 

Correlation measures the relationship between two stocks that have price trends. They tend to move together, and 
thus are correlated. By identifying two highly correlated stocks, we can look for periods of divergence, figure out 
why two stock prices are separating, and attempt to take profit through convergence, which is a mean-reversion 
process. 

In selecting each of the stock pairs, all of the stocks belonging to the same energy sector were considered. 
Competing stocks within the same sector made natural potential stock pairs. This was due to similar market risks, 
exposed to all of the stocks in the same sector. Suitable stock pairs were found to have commonalities with good 
liquidity, and furthermore could be sold by using short-sell. 

In order to identify matched stock pairs, all of the stocks from the same sector were screened by calculating 
correlation coefficients and/or using a minimum-distance criterion, which was the sum of squared deviations 
between two normalized stock prices. A matched stock pair was chosen by determining whether or not it had a 
high correlation coefficient and/or small minimum distance between the stock pairs.  

Considering two stocks A and B, a correlation coefficient between the stocks was a statistic that not only 
provided a measure of how the two stocks A and B were associated in a sample but also its properties, which 
closely related them to a straight-line regression. The correlation coefficient ߩ of stock A and stock B was 
obtained by (Kleinbaum, Kupper, & Muller, 1988; Miao & Clements, 2002), ߩ ൌ ∑ ሺ஺೔ି஺̅ሻሺ஻೔ି஻തሻ೔ಿൣ∑ ሺ஺೔ି஺̅ሻమ೔ಿ ∑ ሺ஻೔ି஻തሻమ೔ಿ ൧భ/మ                                 (1) 

where ̅ܣ and ܤത  were the mean prices of stocks A and B, respectively, and their formula was given by ̅ܣ ൌ ଵே ∑ ௜ே௜ܣ                                       (2) 
and ܤത ൌ ଵே ∑ ௜ே௜ܤ                                       (3) 
where N denoted a stock trading data range and ߩ was a dimensionless quantity, which was in the range of 
-1൑ ߩ ൑ 1. In other words, ߩ was independent of the units of stocks A and B. The more positive ߩ was, the 
more positive the association of stocks A and B was. This meant that stocks A and B were highly matched. 

The minimum-distance criterion, which could be considered as an alternative method of correlation calculation 
as the sum of the squared deviations between the normalized prices of stocks A and B, was obtained by: ߝ ൌ ∑ ሺܣ௜ െ ௜ሻଶே௜ܤ                                    (4) 

where ߝ ൒ 0 usually. The smaller the value ߝ was, the more similar stocks A and B were. This meant that 
stocks A and B were a highly matched pair. 

Thus, both the correlation coefficient and the minimum-distance criterion could be used as criteria for ranking 
and selecting stock pairs. Stock pairs with the highest correlation coefficients or the smallest minimum-distance 
values were chosen. In this paper, the correlation coefficients, criteria for pre-selection, were used for selecting 
potential stock pairs. 

However, pairs trading based on a correlation approach alone would have a disadvantage of instabilities between 
prices of a stock pair over time. Correlation coefficients do not necessarily imply mean-reversion between the 
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prices of the two stock pairs. This is because the correlation approach is sensitive to small time deviations 
(Harris, 1995; Lin, McCrae, & Gulati, 2006), especially in high frequency and dynamic pairs trading.  

In order to overcome the above issue in the correlation approach for pairs trading, a cointegration approach was 
further used as the second-step of the selection process for the paired stocks, which were first selected by using 
the correlation coefficients for pairs trading. 

3.2 Pairs Trading Using Cointegration 

The cointegration concept, an innovative mathematical model in econometrics developed by Nobel laureates 
Engle and Granger (Engle & Granger, 1987), established much interest among economists in the last decade. 
Cointegration states that, in some instances, despite two given non-stationary time series, a specific linear 
combination of the two time series is actually stationary. In other words, the two time series move together in a 
lockstep fashion. 

The definition of cointegration is the following: assume that xt and yt are two time series that were non-stationary. 
If there existed a parameter such that the following equation  ݖ௧ ൌ ௧ݕ െ  ௧                                     (5)ݔߛ

was a stationary process, then xt and yt would be cointegrated. This path-breaking process emerged as a powerful 
tool for investigating common asset trends in multivariate time series. Cointegration provided a sound 
methodology for modeling both the long-term equilibrium and the short-term dynamic trends of the time-series 
samples. 

3.2.1 Stationary Process  

In time-series analyses and applications, the statistics or ensemble averages of a random process were often 
independent of time. It was commonly assumed that a time series signal had first-order and second-order 
probability density functions, which were independent of time. These conditions were sometimes referred to as 
stationary or statistical time-invariance. 

A stationary process, or stationary for short in this paper, was essentially a stochastic process, in which its joint 
probability distribution did not change when it was shifted in time (Miao, 2007; Miao & Clements, 2002). 
Consequently, its corresponding mean and variance also did not change over time. Likewise, the mean and 
variance of a random process did not follow trends. 

The process was said to be a first-order stationary if the first-order density function of a random process or a 
time series signal was independent of time. For the first-order stationary, the first-order statistics were invariant 
to a time shift of the process. That is, the mean of the random process was a constant, ݉௧ ൌ ݉                                         (6) 

and the variance was also a constant, ߪ௧ଶ ൌ  ଶ                                         (7)ߪ
Similarly, if a second-order joint density function depended only on the difference, t2 – t1, rather than on 
individual times t1 and t2, then the process was said to be a second-order stationary. For the second-order 
stationary, the mean and variance were constants as well. In addition, the correlation between the random 
variables xt1 and xt2 depended only on the time difference,  

Rt2, t1 = Rt2-t1                                       (8) 

where Rt2, t1 = E{xt1 xt2*} was an autocorrelation function (Miao, 2007; Miao & Clements, 2002) and the time 
difference, t2-t1, was referred to as the lag. 

For the high frequency and dynamic pairs trading system, a recursive formula for frequently updating statistics 
was used to quickly calculate the mean and variance. A recursive mean was obtained by 

mt+1=
1

t+1
ሺmt+xt+1ሻ                                   (9) 

where xt+1 was the (t+1)th sample, and a recursive variance was computed by 

σt+1
2 = ቀ1-

1

t
ቁ σt

2+ሺt+1ሻ൫mt+1-mt൯2
                            (10) 

Stationary was an important concept in time-series analysis and applications of stock pairs trading, where the 
raw stock data were often transformed to become stationary. It was an especially important concept tool in the 
application of the cointegration approach, as discussed in the next section in detail. 
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3.2.2 Cointegration Approach  

Let ௧ܲ஺ and ௧ܲ஻ be the prices of two stocks A and B, respectively. If it was assumed that { ௧ܲ஺, ௧ܲ஻} were 
individually non-stationary, there existed the parameter such that the following equation was a stationary 
process ௧ܲ஺ െ ߛ ௧ܲ஻ ൌ ߤ ൅  ௧,                                 (11)ߝ

where  was a mean of the cointegration model. ߝ௧ was a stationary, mean-reverting process and was referred to 
as a cointegration residual, a regression residual, or a residual for short. The parameter was known as a 
cointegration coefficient. Equation (11) represented a model of a cointegrated pair for stocks A and B. 

Also note that Equation (11) could be used in the logarithm for pair trading as well. In this case, it would only be 
valid to represent logarithm prices when these logarithm prices were cointegrated and their corresponding 
residuals were stationary. 

The cointegration process determined the cointegration coefficient , and the long-term equilibrium relationship 
between stocks A and B determined the mean  of the cointegration model. Thus, a quantity Q of profit or loss 
per trade of an investment or in pairs trading could be estimated as follows: ܳ  ൌ ሺ ௧ܲ஺ െ ௧ܲାଵ஺ ሻ െ ሺߛ ௧ܲ஻ െ ௧ܲାଵ஻ ሻ 

                              ൌ ሺ ௧ܲ஺ െ ߛ ௧ܲ஻ሻ െ ሺ ௧ܲାଵ஺ െ ߛ ௧ܲାଵ஻ ሻ 

                              ൌ ሺߤ ൅ ௧ሻߝ െ ሺߤ ൅ ௧ାଵሻ ൌߝ ௧ߝ െ  ௧ାଵ.                                           (12)ߝ

Equation (12) created three possible trading results in terms of profits or losses for each stock pairs trading 
process. As can be seen, if the term ሺߝ௧ െ ௧ାଵሻߝ ൐ 0, the pairs trading made a positive profit. If the term ሺߝ௧ െ ௧ାଵሻߝ ൌ 0, the pairs trading was a breakeven. If the term ሺߝ௧ െ ௧ାଵሻߝ ൏ 0, then the pairs trading produced a 
negative return. Therefore, it is important to understand how the regression residual ߝ௧ could be used for each 
pairs trading. 

3.2.3 Cointegration Verification  

In the Engle-Granger method (Engle & Granger, 1987), we first set up a cointegration regression between stocks 
A and B as stated in Equation (11), and then estimated the regression parameters  and using an ordinary least 
squares (OLS) method. Subsequently, we tested the regression residual ߝ௧ to determine whether or not it was 
stationary. If the regression residual ߝ௧ was stationary, then the two stock prices { ௧ܲ஺, ௧ܲ஻} were said to be 
cointegrated. 

There existed a number of different stationary tests to verify the regression cointegration (Johansen, 1988; 
Cochrance, 1991; Wang & Yau, 1994). The most popular stationary test in the area of cointegration, the 
Augmented Dickey Fuller (ADF) test (Dickey & Fuller, 1979), was used on the regression residual ߝ௧ to 
determine whether it had a unit root. 

Testing for the presence of the unit root in the regression residual ߝ௧ using the ADF test was given by 

∆Zt=α+βt+γZt-1+ ∑ δi∆Zt-i
p-1
i=1 +ut                          (13) 

where ߙ was a constant, ߚ was the coefficient on a time trend, p was the lag order of the autoregressive 
process, and ݑ௧ was an error term and serially uncorrelated. If both parameters  ߙ ൌ 0 and ߚ ൌ 0, Equation 
(13) modeled a random walk. If ߙ ് 0 and ߚ ൌ 0, Equation (13) modeled a random walk with a drift. To 
estimate all of the parameters in Equation (13), OLS was used. 

The number of lag order p in Equation (13) was usually unknown and therefore had to be estimated. To 
determine the number of lag order p, the information criteria for lag order selection was used, such as the Akaike 
information criterion (AIC) (Akaike, 1992), Schwartz information criterion (SIC) (Schwarz, 1978), 
Hannan-Quinn criterion (HQC) (Hannan & Quinn, 1979), final prediction error (FPE) (Akaike, 1969), and 
Bayesian information criterion (BIC) (Akaike, 1979; Liew, 2004). The method for estimating the number of lag 
order p was to minimize one of the following criteria: ܥܫܣ ൌ ln൫ߪො௣ଶ൯ ൅ ଶ௣்

ܥܫܵ (14)                                     ൌ ln൫ߪො௣ଶ൯ ൅ ௣ ୪୬ሺ்ሻ் ܥܳܪ (15)                                   ൌ ln൫ߪො௣ଶ൯ ൅ ଶ௣ ୪୬ሾ୪୬ሺ்ሻሿ்                                  (16) 
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ܧܲܨ ൌ ො௣ଶሺܶߪ െ ሻିଵሺܶ݌ ൅  ሻ                               (17)݌

and ܥܫܤ ൌ ሺT െ pሻln ቀ்ఙෝ೛మ்ି௣ቁ ൅ ܶൣ1 ൅ ln൫√2ߨ൯൧ ൅ ݌ ln ൤∑ ሺ∆௓೟ሻమି்ఙෝ೛మ೅೟సభ ௣ ൨             (18) 

where T was the sample size, and the estimation of the error variance ߪො௣ଶ was given by ߪො௣ଶ ൌ ∑ ௨೟ෞమ೅೟స೛்ି௣ିଵ                                       (19) 

where ݑ௧ was the error term in Equation (13). Thus, using one of these criteria, called CT[p], in Equations (14), 
(15), (16), (17) or (18), the number of lag order p could be estimated according to the formula as follows:  

pො=argminp≤pmax
ሼCT[p]ሽ.                               (20) 

The pmax  in Equation (20) was the maximum lag order, which could be determined by using a rule of thumb (Ng 
& Perron, 1995): 

pmax= ඌ12· ቀ T

100
ቁ1/4ඐ                                  (21) 

where ۂ∙ہ denoted an integer operation. As can be seen, this choice allowed the maximum lag order pmax to grow 
with the sample size of T. 

The unit root test for the regression residual ߝ௧ using the ADF test was then carried out under the null 
hypothesis H0: ߛ ൌ 0 versus the alternative hypothesis H1: ߛ ൏ 0. A statistical value of the ADF test was 
obtained by 

ADF test=
γ̂

SEሺγ̂ሻ                                   (22) 

where ߛො and ܵܧሺߛොሻ were the cointegration coefficient and standard errors of the OLS estimate, respectively. 
The standard errors ܵܧሺߛොሻ could be computed by 

ොሻߛሺܧܵ  ൌ ඨ ∑ ൫∆௓೟೔ି∆௓೟෢ ൯మ೙೔సభሺ௡ିଶሻ ∑ ൫௓ሺ೟షభሻ೔ି௓ሺ೟షభሻഢതതതതതതതതതത൯మ೙೔సభ  .                           (23) 

The test result in Equation (22) was compared with the critical value of the ADF test. If the test statistic in 
Equation (22) was less than the critical value, then the null hypothesis H0: ߛ ൌ 0 was rejected. This meant that 
no unit root was present, and the regression residual ߝ௧ in Equation (11) was thereby stationary. Thus, the two 
stock prices { ௧ܲ஺, ௧ܲ஻} were cointegrated. 

3.3 Pairs Trading Strategies 

The pairs trading strategies, proposed in this paper, were referred to as market-neutral statistical arbitrage 
strategies using trading signals based on the regression residual ߝ௧ in Equation (11) and were modeled as a 
mean-reverting process, and not the prices themselves. 

In this paper, in order to select potential stocks for pairs trading, the two-stage correlation and cointegration 
approach was used. The first step of the pairs trading strategy was to identify potential stock pairs from the same 
sector, where the stock pairs were selected with correlation coefficients of at least 0.90 by using the correlation 
approach stated in Equation (1). The first step was also referred to as pre-selection of the stock pairs. The second 
step of the pairs trading strategy was to check to see if the pre-selected stock pairs were integrated in the same 
order, and were cointegrated according to Equation (11). If the null hypothesis H0: ߛ ൌ 0 was rejected, then no 
unit root was present. That is, the regression residual ߝ௧ was stationary.  

To test the cointegration, the Engle and Granger’s approach was adapted by using the ADF test statistics based 
on Equations (13), (22), and (23). The cointegration tests were completed on all potential stock pairs that had 
been initially pre-selected based on the correlation coefficients. Selections of the stock pairs for pairs trading had 
to pass the cointegration test by using the ADF test statistics.  

The third step of the pairs trading strategy was to rank all of the stock pairs based on the cointegration test values. 
The smaller the cointegration test value was, the higher the rank the stock pair was assigned to. Final selection of 
the stock pairs from the top rank was used for the out-of-sample testing periods. 

The final step of the pairs trading strategy was to define a couple trading rules. By simultaneously taking both 
long and short positions for pairs trading, we must be able to determine when we should open and when we 
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should close the pairs trading based on quantitative definitions. To open a pairs trading, the regression residual ߝ௧ in Equation (11) must cross over and down the positive  standard deviations above the mean or cross down 
and over the negative  standard deviations below the mean, where was a positive value. When the regression 
residual ߝ௧ in Equation (11) returned to the mean, the pairs trading was closed. Furthermore, in order to prevent 
the loss of too much trading capital on a single pairs trading, a stop-loss was used to close the pairs trading when 
the regression residual ߝ௧ hit 2positive or negative standard deviations. 

The composition of the portfolio for the pairs trading was not rebalanced even when stock prices moved and/or 
pairs trading positions might no longer be market-neutral after opening. However, only two actions of the pairs 
trading were used: to open a new position or to close the previously opened position with the total liquidation 
simultaneously. 

3.4 Performance Evaluation 

In order to evaluate the performance of the out-of-sample testing periods for the high frequency and dynamic 
pairs trading system based on the market-neutral statistical arbitrage strategy, a Sharpe ratio (Sharpe, 1975; 1994) 
was used to measure a risk-adjusted portfolio performance. The Sharpe ratio, also known as the Sharpe index 
and the Sharpe measure, measured the excess return per unit of derivation for an investment asset, which was the 
risk-adjusted performance. The Sharpe ratio (SR) formula was given by ܴܵ ൌ ܭ√  ௥೛തതതି௥೑ఙ೛                                     (24) 

where ݎ௣ഥ  was an expected portfolio return, ݎ௙ was a risk free rate, ߪ௣ was a portfolio standard deviation, and 
K was a constant. A 3-month U.S. Treasury Bill Rate at 0.08% was used as the risk free rate ݎ௙ for 2012 and 
2013 (U.S. Treasury Bill Rate, 2013). To calculate an annual Sharpe ratio, the constant K was set to a different 
value, depending on whether the portfolio returns were hourly, daily, weekly, monthly, quarterly, or yearly. For 
the hourly returns, it was set as K = 1,638 for the annual Sharpe ratio. For the daily returns, K = 252; for the 
weekly returns, K = 50. For the monthly returns, K = 12; for the quarterly returns, K = 4. Finally, for the yearly 
returns, K = 1. 

Equation (24) indicated whether the returns for a portfolio were due to smart investment decisions or excess risk. 
For the performance of the out-of-sample testing periods, the greater a portfolio's Sharpe ratio was, the better its 
risk-adjusted performance had been. 

4. Simulation Results 
During simulations of pairs trading, 177 stocks, which were all related to energy companies including oil and gas 
firms that were traded in public in the NYSE and/or NASDAQ markets, were collected to form a sector dataset. 
This dataset was referred to as energy sector. It contained all of the stocks with the 15-minute OHLC stock data 
along with volumes, which were split and dividend adjusted, from the trading dates ranging from May 1, 2012 to 
the present. All of the 15-minute OHLC stock data were initially divided into training (in-sample) and testing 
(out-of- sample) datasets. This method of separating a dataset into training and testing periods was referred to as 
the holdout method in statistical classification (Miao & Clements, 2002). A training period was preselected, in 
which the measures and parameters of the cointegration model in Equation (11) were estimated and computed. 
Immediately after the training period, a testing period followed, where the estimated model parameters based on 
the in-sample training period were used to test the performance of the pairs trading during the out-of-sample 
testing period. 

4.1 A Dynamic Rolling Window 

In the in-sample training period of the pairs trading, each of the training data contained a 3-month period, which 
was a dynamic rolling window size, where there were approximately 66 trading days including a total of 1,716 
15-minute OHLC for each of the stocks; each of the testing data contained a 1-month period that immediately 
followed the previous 3-month training data period, where there were approximately 22 trading days including 
572 15-minute OHLC for each of the testing stocks. After completing the first testing process, the dynamic 
rolling window was automatically shifted 1 month ahead for the next training and testing periods. This dynamic 
shifting process was repeated for each stock pairs trading until all of the 15-minute OHLC stock data were used 
completely. 

4.2 In-Sample Training  

During the in-sample training period, there was a total of 15,576 possible combinations of stock pairs using the 
177 stocks within the energy sector. The first step of using the correlation approach was performed on all 
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possible stock combinations, where each of the stock pairs was pre-selected if its correlation coefficient was 
equal to or greater than 0.90. The second step involving the cointegration approach was tested on all of the 
pre-selected stock pairs, which were already selected based on the results from the correlation approach. A subset 
of the stock pairs was further selected if the test value of the cointegration approach was equal to or less than 
-3.34. This indicated that the test statistics of the cointegration approach was at a 95% criteria level. Of the initial 
15,576 possible stock pairs, an average of 53 stock pairs that passed both requirements of the correlation 
approach and the cointegration test statistics was finally obtained during the in-sample training period. 

The selected stock pairs were subsequently ranked based on the test statistics of the cointegration approach. The 
smaller the test value of the cointegration approach was, the higher the rank that the stock pair was given. Only 
the top 10 stock pairs with the highest ranks were selected from each of the 3-month in-sample training periods; 
the following 1-month testing period of pairs trading was then carried out for evaluating the cointegration model 
of pairs trading performance. Once this first testing period was finished, the dynamic rolling window was 
initiated to shift it 1 month ahead to form the second training and testing periods. All of the stock pairs were 
reselected according to the requirements of both the correlation and the test statistics of the cointegration 
approaches. Then all of the model parameters in Equation (11) were re-estimated and recomputed to be used for 
the second testing period. This procedure was continued in an overlaid and dynamic rolling window fashion to 
the end of all of the 15-minute OHLC stock data. 

Table 1 shows the details of the top 10 ranked stock pairs, obtained during the first in-sample training period 
dating from May 1, 2012 to July 31, 2012 and each was associated with its correlation coefficient, minimum 
distance, test value of its cointegration, and rank. These stock pairs were used for the high frequency and 
dynamic pairs trading system based on the market-neutral statistical arbitrage strategy. Note that out of the 
15,576 possible stock pairs, an average of only 53 stock pairs had both the correlation coefficient of at least 0.90 
and the cointegration test value of less than -3.34. Of those stock pairs, the top 10 stock pairs with the highest 
ranks were finally selected to be used for the out-of-sample testing period. Although all of the top 10 ranked 
stock pairs presented positive returns during the in-sample training period, there was no guarantee that all top 10 
of the stock pairs would produce positive returns of the pairs trading during the out-of-sample testing period. 

 

Table 1. A typical list of the top 10 ranked stock pairs obtained during the first in-sample training period (from 
May 1, 2012 to July 31, 2012) 

Stock Pairs Correlation Coefficient Minimum Distance Cointegration Test Value Rank of Stock Pair 

ESV/NE 0.9436 0.6712 -4.5454 1 

ETP/MWE 0.9120 0.1354 -4.2033 2 

CLMT/RIG 0.9218 0.1141 -4.1938 3 

RDC/SGY 0.9226 0.2946 -4.0770 4 

ENB/SDRL 0.9245 0.1241 -4.0511 5 

EOG/WMB 0.9598 0.8773 -3.7894 6 

AREX/WLL 0.9530 0.0375 -3.6805 7 

SEMG/VLO 0.9031 0.2712 -3.6805 8 

OAS/SPN 0.9439 0.0206 -3.4807 9 

CNQ/PXD 0.9666 0.0007 -3.4405 10 

 

Figure 1 shows a typical intraday chart of the stock pair (CLMT/RIG) with normalized prices in the 15-minute 
time duration, during the first in-sample training period from May 1, 2012 to July 31, 2012. This stock pair had a 
correlation coefficient of 0.9218 and cointegration test value of -4.1938, which was ranked third, as listed in 
Table 1. As can be seen, by identifying correlated and cointegrated stock pairs as shown in Figure 1, periods of 
divergence could be found where the prices of the stock pairs were separating in statistics. Therefore, we 
attempted to profit through convergence by using mean-reversion of the pairs trading based on the 
market-neutral statistical arbitrage strategy. 
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The corresponding residual chart of the stock pair (CLMT/RIG) is shown in Figure 2, in which the black line 
was the zero-mean; the green, red, and blue lines represented േ1, േ2, and േ3 standard deviations, respectively. 
In this figure, there were 3 trading opportunities in the area spanning from the 2 positive standard deviations (red 
line) down to the zero-mean (black line) and 3 trading opportunities in the area spanning from the 2 negative 
standard deviations (red line) up to the zero-mean (black line). These trading opportunities reinforced the 
mean-reversion characteristic fashions. Thereby, the residual chart of the stock pair as shown in Figure 2 had a 
desirable characteristic for the mean-reversion of the pairs trading based on the market-neutral statistical 
arbitrage strategy. 
4.3 Out-of-Sample Testing  

During the out-of-sample testing periods, the high frequency and dynamic pairs trading system based on the 
market-neutral statistical arbitrage strategy opened long and short positions simultaneously when the regression 
residual ߝ௧ in Equation (11) passed through either the positive or negative 2 standard deviations line twice. The 
trading system also closed both positions at the same time when the regression residual ߝ௧  reached the 
zero-mean. A stop-loss was also employed when the regression residual ߝ௧ reached േ4 standard deviations. 

Table 2 shows the summarized results of the proposed high frequency and dynamic pair trading system based on 
the market-neutral statistical arbitrage strategy, obtained from all of the out-of-sample testing periods using the 
top 10 ranked stock pairs ranging from August 2012 to July 2013. There was a total of 169 trades, including 149 
winning trades and 20 loss trades. The ratio of the wining trades divided by the loss trades was 7.45. The 
percentages of the winning and loss trades were 88.17% and 11.83%, respectively. The average percentage of a 
winning trade was 3.22%, while the average percentage of a loss trade was -1.88%. The average percentages 
were calculated under an assumption of zero transaction costs. Even if transaction costs were considered, such as 
a fixed standard transaction fee of $7 (U.S. dollars) per trade for an unlimited number of shares or a transaction 
fee of $0.002 per share per trade, the calculation of the winning and loss trades would not be affected 
significantly. The inclusion of transaction costs in calculating the trades would be negligible if a relatively larger 
amount of capital was used for each of the pairs trading. 

In Table 2, the absolute ratio of reward divided by risk per trade was 1.71. The maximum and minimum 
percentages of monthly returns were 5.88% and 1.61%, respectively. The average of the monthly returns was 
3.82%, with a standard deviation of 1.40%. Thus, the proposed pairs trading system achieved a monthly 2.67 
Sharpe ratio and annual 9.25 Sharpe ratio for the out-of-sample testing periods from August 2012 to July 2013. 

 

Table 2. A summary of performance results of the proposed pairs trading system during the out-of-sample test 
periods (from August 2012 to July 2013) 

Pairs Trading Portfolio  
(All Trading Results) 

Top 10 Ranked 
Stock Pairs 

Pairs Trading Portfolio 
(Monthly Return Results) 

Top 10 Ranked 
Stock Pairs 

Number of Winning Trades 149 Mean 3.82% 

Number of Loss Trades 20 Median 3.97% 

Total Number of Trades 169 Minimum 1.61% 

Winning/Loss Ratio 7.45 Maximum 5.88% 

Percentage of Winning Trades 88.17% Standard Deviation 1.40% 

Percentage of Loss Trades 11.83% Skewness -0.0468 

Average Percentage of Winning Trades 3.22% Kurtosis -0.7904 

Average Percentage of Loss Trades -1.88% Monthly Sharpe Ratio 2.67 

Reward/Risk Ratio 1.71 Annual Sharpe Ratio 9.25 

 

Table 3 shows the comparative monthly and cumulative returns of profits or losses during the out-of-sample 
testing periods using the top 10 ranked stock pairs, which were selected during each of the in-sample training 
periods, along with those from tracking the S&P 500 index performance in the NYSE equity market. The 
cumulative return of the S&P 500 index performance was 22.23% during the period from August 2012 to July 
2013, while the proposed high frequency and dynamic pairs trading system, based on the market-neutral 
statistical arbitrage strategy using the two-stage correlation and cointegration approach, achieved 56.58%. 
Compared to the S&P 500 index performance, the proposed high frequency and dynamic (HFD) pairs trading 
system performed 34.35% more in terms of cumulative returns. In addition, the S&P 500 index had negative 
returns during the two months, October 2012 and June 2013, while the proposed pairs trading system showed 
positive returns for all of the months during 2012 and 2013. 
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Table 3. A summary of performance results of the monthly and cumulative returns of profits or losses based on 
the proposed pairs trading system and the S&P 500 index respectively 

 Monthly Returns Performance Cumulative Returns Performance 

Date Periods S&P 500 Index HFD Pair Trading S&P 500 Index HFD Pair Trading 

2012     

August 1.98% 1.88% 1.98% 1.88% 

September 2.42% 4.45% 4.45% 6.41% 

October -1.98% 4.31% 2.38% 11.00% 

November 0.28% 5.88% 2.67% 17.53% 

December 0.71% 3.97% 3.40% 22.19% 

2013     

January 5.04% 1.61% 8.61% 24.16% 

February 1.11% 4.93% 9.81% 30.28% 

March 3.60% 3.36% 13.77% 34.66% 

April 1.81% 5.87% 15.82% 42.56% 

May 2.08% 3.97% 18.23% 48.22% 

June -1.50% 2.66% 16.46% 52.17% 

July 4.95% 2.90% 22.23% 56.58% 

 

Figure 3 shows a line chart comparing the performances of the proposed high frequency and dynamic pairs 
trading system using the market-neutral statistical arbitrage strategy and the S&P 500 index based on cumulative 
returns of profits or losses for the top 10 ranked stock pairs. In this figure, the red line represented the proposed 
pairs trading system performance, and the blue line represented the S&P 500 index performance. The proposed 
pairs trading system performance well exceeded the S&P 500 index performance by 34.35% after the end of the 
12-month trading period from August 2012 to July 2013. In addition, the proposed pairs trading system 
performed well during the two difficult months (October 2012 and June 2013) when the S&P 500 index had 
negative returns. In other words, the proposed pairs trading system might be more profitable in times when the 
U.S. stock market performed poorly. Furthermore, a correlation measure of the monthly returns between the 
proposed pairs trading system and the S&P 500 index performance was about -0.38. As can be expected, there 
was a low negative correlation between their performances in which the returns of the proposed pairs trading 
system performed positively regardless of the performance of the S&P 500 index. 

Figure 4 shows a line chart comparing the performances of the proposed pairs trading system (red line) and the 
S&P 500 index (blue line) based on their monthly returns. The performance returns of the proposed pairs trading 
system were relatively market-neutral and independent of the performance returns of the S&P 500 index. 
Likewise, the performances of the proposed pairs trading system and the S&P 500 index did not correlate; the 
proposed pairs trading system performed more positively than the S&P 500 index. 

Additionally, a bar chart comparing the performances of the proposed pairs trading system (red) and the S&P 
500 index (blue) based on monthly returns is shown in Figure 5. As can be seen, all of the performance returns of 
the proposed pairs trading system were positive returns, while the S&P 500 index had two negative returns in 
October and June during the 12-month trading period. The proposed pairs trading system generated an average 
monthly return of 3.82% in profits while the S&P 500 index produced an average monthly return of 1.71% in 
profits. Thus, the proposed pairs trading system outperformed the S&P 500 index by 123% in monthly returns. 
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Figure 3. A line chart comparing the performances of the proposed pairs trading system using the market-neutral 

statistical arbitrage strategy (red line) and the S&P 500 index (blue line) based on their cumulative returns 

 

 
Figure 4. A line chart comparing the performances of the proposed pairs trading system (red line) and the S&P 

500 index (blue line) based on their monthly returns 

 

 
Figure 5. A bar chart comparing the performances of the proposed pairs trading system (red) and the S&P 500 

index (blue) based on their monthly returns 
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5. Conclusion 
In this paper, a high frequency and dynamic pair trading system was developed based on a market-neutral 
statistical arbitrage strategy using the two-stage correlation and cointegration approach. All of the stocks that 
were used for the proposed pairs trading system belonged to the same energy sector in the NYSE and/or 
NASDAQ equity markets. The composition of the portfolio of the proposed pairs trading system had vanishing 
portfolio betas. Thus, it was uncorrelated with the market factors that drove the portfolio returns. The trading 
strategy of the proposed pairs trading system was implemented using the two-stage correlation and cointegration 
approach, which explored the mean-reversion of the top 10 ranked stock pairs from each of the in-sample 
training periods.  

Correlation measures were first applied to all possible stock pair combinations. The pre-selected stock pairs must 
have had correlation coefficients that were at least 0.9. Then, the cointegration tests were applied on all of the 
pre-selected stock pairs in order to identify stock pairs that shared long-term equilibrium relationships. The 
selected stock pairs should have had test values of cointegration that were less than -3.34, which indicated that 
the test statistics of the cointegration approach were at the 95% criteria level. Out of 15,576 possible stock pairs, 
an average of 53 correlated and cointegrated stock pairs from each of the in-sample training periods were 
obtained. Subsequently, all of the stock pairs were ranked based on the cointegration test values obtained from 
the in-sample training periods. From there, a portfolio containing the top 10 ranked stock pairs that displayed the 
lowest test values of cointegration in the in-sample training periods was finally compiled to be traded for the 
out-of-sample testing periods. 

The cumulative net profit of the proposed pairs trading system during the 12 months of the out-of-sample test 
periods was 56.58%, with an average monthly return of 3.82% and a standard deviation of 1.40%. This resulted 
in a 2.73 monthly Sharpe ratio and 9.45 annual Sharpe ratio for the out-of-sample test periods. Furthermore, the 
proposed pairs trading system showed relatively low levels of volatility and no significant correlation with the 
S&P 500 index performance in the NYSE equity market, thereby confirming its market neutrality. In addition, 
the test results during the out-of-sample test periods were attractive when compared to other strategies employed 
by hedge funds and professionals (Lo, 2010; Jaeger, 2003). From these results, the proposed high frequency and 
dynamic pairs trading system, produced by the market-neutral statistical arbitrage strategy using the two-stage 
correlation and cointegration approach, reinforced the use of correlation and cointegration as important 
integration tools in quantitative trading, risk control, and money management. 

In future research, Kalman filtering techniques (Miao & Clements, 2002; Grewal & Andrews, 2008) would be 
used for estimating and identifying the adaptive stability of the parameters of the cointegration model in 
real-time mode. Therefore, there would be further enhancements of profitability and mitigation of risks for pairs 
trading based on the market-neutral statistical arbitrage strategy. 
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