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Abstract

Fluctuations in demand require diverse considerations with respect to planned capacity. At peak periods, decreased capacity may result in supply shortages and thus in lower revenues and unachievable profits. In contrast, smaller capacity at off-peak periods reduces the substantial costs of large and unutilized capacity.

The questions to be addressed ask (i) what the optimal pricing policies are at peak and off-peak periods; (ii) what the optimal capacity is for profit maximization of the supplier; and furthermore (iii) how the shifting of demands from peak to off-peak periods may reduce fluctuation and impact profits.

The present paper develops a model that compares two cases. In Case 1 it is not possible to transfer partial demand from a peak period to an off-peak period, while in Case 2 it is possible to do so.

The comparison between the cases illustrates various results, some of which are less intuitive than others. For instance, a larger gap between the peak and off-peak periods leads to a larger optimal capacity in Case 1 than in Case 2. However, a smaller gap presents a different picture. When there is less willingness to switch demand between the periods, the capacity of Case 2 is larger than that of Case 1.
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1. Introduction

The present paper begins with a question that asks what the common denominator is among the demands for an extensive variety of items in everyday life. For example, the planning of transportation services and public spaces considers the designated size and number of seats for a stadium, an airplane, a bus, or a shuttle; or the number of lanes on a highway connecting two large cities. In the area of construction, demands are considered in planning the number of hotel or motel rooms in specific recreation areas; or providing the number of seats or auditoriums for academic institutions. The electrical power industry needs to determine the capacity or size of electricity generators or turbines to be built for power stations. In the retail industry, the number of shelves and available products are due to the fluctuating demands of weekend and weekday shoppers, or of holiday season and regular day shoppers. With regard to health services, a hospital needs to provide the number of available beds to meet the deterministic fluctuating demands of winter (peak) and summer (off-peak) patients.

All of these examples have three unique characteristics, as further described below. First, the market repeatedly reveals cyclical fluctuations in demand at different times. Thus, a period of peak or high demand is followed by a different period of off-peak or regular demand, also referred to as low demand. Due to demand fluctuations, the first decision variable is the optimal capacity that is determined according to the size of the peak demand. (See Joskow and Tirole, 2007, p. 70, “Because electricity cannot be stored, the quantity of generating capacity must be at least as large as peak demand to avoid blackouts”) See also Lamont (2013) for a discussion about storage capacity.

Second, the size of any item generates costs that are unaffected by the specific utilization of such size or capacity and that increase with increased capacity, regardless of its actual use. Capacity in itself generates cost. For example, the activating cost of an airplane depends positively, whether proportionally or not, upon its capacity or size. Boeing 767 has a lower
cost per flight than Dreamliner.

Finally, additional kinds of costs depend positively on the specific use of the available capacity but are unaffected by unused capacity at an off-peak period. Following the above example regarding airplane activity, the longer the flight distance is, the greater is the cost (as is its benefit), regardless of the number of passengers traveling on the flight (e.g., more energy costs). This cost is not dependent upon the number of customers using the service or the product, but upon the sum of units of services or products that are used by the airplane. This cost can be included in the number of airplane flight miles that positively affects the use of fuel, the energy fee, and other fees for each flight regardless of the size of the airplane and the number of passengers on each flight. In addition, the larger that the number of passengers is on the airplane, the larger is the cost. A greater service cost is required for served food, etc.

The producer or supplier faces very different specific, deterministic, and well-defined demands at various times of a year, a week, or even a day. Sometimes deterministic demands are subject to seasonal variation or to variation during certain hours of a day, (e.g., traffic at rush hours as compared to traffic at regular hours). Another example is an airline. Peak period in the case of an airline is determined by peak demand during weekend flights from Thursday nights until Monday mornings, when most seats are occupied. The off-peak flights, in comparison, take place on the other days of the week. A different variation is in the demand for business flights during the early morning or late afternoon peak hours of demand, in contrast to the regular hours when flights have more empty seats due to low deterministic demand.

Fluctuations in demand result in various conflicting considerations regarding planned capacity. A reduction in capacity may lead to shortages in supplies and consequently to loss of revenues and unachievable profits at peak periods. On the other hand, smaller capacity at off-peak periods saves the significant costs that are due to unnecessarily large and unused capacity.

The questions for consideration are what the optimal pricing policies are at peak and off-peak periods; what the optimal capacity is that should lead to profit maximization of the supplier when all three characteristics mentioned above actually exist; and moreover, how the shifting demands from peak to off-peak periods may “narrow” fluctuation and affect profits.

This is the objective function of this paper. It develops a model based on peak load issues examined in the professional literature during the last several decades, as summarized below. The model analyzes and develops comparisons between cases with and without transition of demands between peak and regular periods.

The early literature of peak load pricing goes back to the work of Bye (1926, 1929), who first developed the peak load model (Ault and Ekelund (1987)), Lewis (1941) Houthakker (1951), Steiner (1957), and Boiteux (1949) were the originators of the basic theory of peak load pricing, and the subsequent literature was based upon their works. The literature of the late 1960’s and 1970’s incorporated demand uncertainties and the consequent supply shortfalls and rationing. The work of Brown and Johnson (1969) kindled a broader theoretical interest in the treatment of stochastic demand and its consequences for expected welfare. Subsequent contributions by Visscher (1973), Crew and Kleindorfer (1976; 1978), Carlton (1977), and Sherman and Visscher (1978) extended the theory to account explicitly for the costs of rationing resulting from alternative forms of rationing. Crew and Kleindorfer (1976) also expanded the stochastic model to a setting with multiple technologies and periods. Chao (1983) and Kleindorfer and Fernando (1993) later extended the literature to account for supply-side uncertainties. All of these papers assume that production costs of outage can be measured, and that rationing can be implemented based on these measurements. Telson (1975) and Munasinghe and Sanghvi (1988) provided a framework to measure outage costs, and several utilities have incorporated these measurements into rate setting and investment planning. For a detailed literature review see Crew, Fernando and Kleindorfer (1995). Other authors who contributed to the theory of peak load pricing are Laffont and Tirole (2000), Shy (2001), and Calzada (2003).

The literature of deterministic demand fluctuations exists especially in the area of electricity, in which the size or capacity of a plant is planned with the possibility of pumped storage of energy and other devices of storable forms. See Horsley and Worbel (2002) and Steffen and Weber (2013) regarding pumped-hydro storage plants that can provide required flexibility of supplies and derive optimal and efficient storage capacity. The environment in the current paper does not allow these degrees of flexibility in the supply, and the capacity should be derived under very rigid circumstances.

Analytical, practical, and daily examples of deterministic fluctuating demands described in the recent literature are summarized below. Some of them can be modified by our new model.

Investigation of optimal bus size is one example. During peak hours such as rush hour, the demand for service is high in comparison to the low demand during regular hours. More buses of smaller capacity, combined with more frequent service can be one possible response to the high demand, but it requires a greater cost per seat (Yang, et al., 2015). Ibeas et al., (2014) propose an optimization model for designing the sizes of buses traveling on public transport networks by minimizing system operating costs and user costs. The proposed model takes into account congestion in the public
transport system and considers elastic demand. This allows for analyzing how modifications made to the operational characteristics of the public transport system may affect changes in the mode of transport used by passengers.

Jiang et al. (2014) propose an optimization model for determining headways of suburban bus routes. Their model reduces operating costs and user costs. Included among the latter are waiting time cost as well as crowding cost. In contrast to the present paper, however, the above referenced model ignores all additional cost due to the size of a bus.

Another practical example is airplane size in terms of cargo capacity or passenger seats. It considers the optimal number of available airplane seats in the given peak and regular seasons. More availability might lead to more expenses due to the size of the airplane to and unused empty seats in regular seasons. Kopsch (2012) discusses these ideas and shows that aggregate demand for domestic air travel in Sweden is elastic in the short run. Positive cross-price elasticity is found between rail and air travel.

An additional matter included in this category is class size in schools. Several economists such as Lazear (2001) discuss the advantages of larger classes along with their disadvantages of cost.

Fluctuations in demand also relate to the tourism sector in which governments and businesses need high-quality tourism demand analysis to develop efficient public policy and make good business decisions. Considerable efforts have been made to analyze tourism demand and develop explanatory models, which assist in making informed critical decisions. Peng et al. (2015) generalize the demand elasticities at a disaggregated level to enhance the understanding of tourist behavior and diverse tastes.

The paper also contributes to more effective international tourism forecasts; and development and investment strategies including public policy, marketing programs, and efforts to maintain and enhance destination competitiveness. Tourism also faces fluctuations of demands in air transportation in different regions. Zervas et al. (2017) explore the economic impact of the sharing economy on incumbent firms by studying the case of Airbnb, a prominent platform for short-term accommodations. They analyze Airbnb’s entry into the state of Texas and quantify its impact on the Texas hotel industry over the subsequent decade.

Another aspect of tourism mentioned both by Peng et al. (2015) and Zervas et al. (2017) concerns the size of a hotel, which is determined according to the number of rooms for which peak and low demands fluctuate. Cross (1997) also suggests that an important factor related to a hotel or motel facility is size in terms of the quantity of rooms. Demand forecasting allows for allocating perishable assets across rate classes, deciding when and to what extent to overbook, and determining the price to charge for different rate classes. See in addition Lieberman (1992); Smith et al., (1992); Geraghty and Johnson (1997). All of the abovementioned authors focus on revenue maximization due to the cost structure and economics of perishable assets. For example, the fixed cost of running a hotel is high so that once the hotel occupancy rate is above the break-even occupancy rate, the contribution to profit and overhead per each additional customer is high.

An additional example relates to the supply of electricity. The electricity supply involves fluctuations in demand according to the hours of the day, and thus a discussion regarding capacity is necessary, as presented in the papers further described below.

Additional discussion regarding the optimal size of electric power stations, assuming demand fluctuations and transformation of demand, leads to more balanced demand and reduction of turbine size, thus lessening the cost of capacity. This issue of transformation of demand is also used in the model below. For example, Ashok (2006) presents a load model for minimizing the total electricity cost while satisfying production, process flow, and storage constraints (i.e. capacity) by controlling it through various tariff structures. The case study of a steel plant shows that significant reductions in peak-period demand and electricity cost are possible with optimal load schedules. The utility can also obtain significant reduction in the peak coincident demand if large industries optimally reschedule their productions in response to a time-of-use (TOU) tariff. We apply this approach by shifting demand from peak to regular period.

In contrast to Collard-Wexler (2013) who investigates the role of demand shocks in the ready-mix concrete plants industry that faces considerable uncertainty regarding future demand for its products, the present paper deals with periodic and known deterministic demands.

The primary innovation of the present paper is that it introduces two elements of costs from the size or capacity of an aircraft, a hotel, bus, or facility for the production of electricity. These capacity-related costs are in addition to other current production costs of units actually supplied. We also examine the possibility of transferring demand from peak periods to low periods in order to save costs of "size" and efficiently regulate the supply of deterministic fluctuating demand for the sake of increased profits.
2. The Theoretical Model

2.1 Case 1

The present analysis begins with Case 1 in which two separated and segmented demand curves for airplane flights exist. One demand, \( D^H \), is the peak period high demand, \( H \), while the other demand, \( D^L \), is the off-peak period low demand, \( L \). Although the general model can be applied to at least each of the six cases presented in Table 1, below, the present paper applies it to the first case of airplane flights.

Table 1. Examples of fluctuated demand between peak and off peak period

<table>
<thead>
<tr>
<th>The Case</th>
<th>Capacity</th>
<th>Peak Period</th>
<th>Off-Peak Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aircraft</td>
<td>Size in terms of seats or cargo space</td>
<td>Weekend flights</td>
<td>Daily flights during weekdays</td>
</tr>
<tr>
<td>Train cars</td>
<td></td>
<td>Holiday period flights</td>
<td></td>
</tr>
<tr>
<td>Public transportation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bus</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highway</td>
<td>Number of lanes on the highway</td>
<td>Rush hours of the day</td>
<td>Regular hours of the day</td>
</tr>
<tr>
<td>Electricity supply</td>
<td>Size of the turbine</td>
<td>Daytime/winter season</td>
<td>Nighttime/summer season electricity use</td>
</tr>
<tr>
<td>Department stores</td>
<td>Size of stores or shelves</td>
<td>Weekend days or holiday</td>
<td>Weekdays or off-season periods</td>
</tr>
<tr>
<td>Hospitalization service</td>
<td>Number of available rooms or</td>
<td>Winter days or seasons with</td>
<td>Summer days with fewer illnesses</td>
</tr>
<tr>
<td></td>
<td>beds</td>
<td>seasonal illnesses</td>
<td></td>
</tr>
<tr>
<td>Recreation and hotel</td>
<td>Number of rooms for tourists</td>
<td>Vacation season</td>
<td>Regular seasons</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hawaii in summer</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Colorado in winter</td>
<td></td>
</tr>
</tbody>
</table>

The equations for the fluctuating deterministic demands are as follows:

\( D^H: P^H_i = H \cdot \text{dis}^a - Q^H_i \) or \( (1') Q^H_i = H \cdot \text{dis}^a - P^H_i \)

\( D^L: P^L_i = L \cdot \text{dis}^a - Q^L_i \) or \( (2') Q^L_i = L \cdot \text{dis}^a - P^L_i \)

Where \( H > L \), the price elasticity at a peak period is relatively low in comparison to the price elasticity at a low period. \( \text{dis} \) represents the flight distance of the airplane.

The firm faces deterministic demands, and its operation cost for the flight service function can be broken down into three components of capacity costs and variable costs.

Capacity costs such as depreciation and devaluation over time are proportional to the size of the airplane or the cost of maintaining machinery and equipment that are more valuable for a large capacity. The notation of capacity is \( K \) and \( b \) is the cost per unit of the airplane capacity that is measured, for example, by the number of seats in the airplane. Thus \( b \cdot K \) is the total capacity cost that is proportional to the size or capacity itself.

Variable costs that depend on the flight distance and are possibly incurred following a certain number of flights are \( a \cdot \text{dis} \), where \( a \) represents the cost per unit of flight distance regardless of the number of passengers. Other variable costs are proportional to the number of passengers occupying the airplanes seats. \( C \) reflects the cost per passenger per flight distance unit.

Thus, \( C \cdot \sum_{i=1}^{2} Q_i \) represents the third item included in the cost function. Therefore, the total costs function of the airline using an airplane of size \( K \) is:

\( TC = a \cdot \text{dis} + C(Q^H + Q^L) \cdot \text{dis} + b \cdot K \)

where coefficient \( a \) represents the marginal cost of the use of the aircraft due to another unit of distance \( \text{dis} \).

where \( b \) represents the marginal cost of increasing the capacity of the aircraft by an additional unit of size.

where \( C \) represents the marginal operational cost of providing service to another passenger in the aircraft.

The profit function in model 1, \( \pi_1 \), is as follows:

\( \text{Max } \pi_1 = P^H_i Q^H_i + P^L_i Q^L_i - a \cdot \text{dis} - C(Q^H + Q^L) \cdot \text{dis} - b \cdot K = P^H_i K + P^L_i Q^L_i - a \cdot \text{dis} - C(K + Q^L) \cdot \text{dis} - b \cdot K \)
Due to the deterministic demand there is no reason that capacity level, $K$, will be larger than the actual supply of seats at a peak period.

By assigning equations (1') and (2') in equation, (3) we obtain:

$$\max_{p^H, p^L} \pi = P^H (H \cdot \text{dis}^a - P^H) + P^L (L \cdot \text{dis}^a - P^L) - \alpha \cdot \text{dis} - C (H \cdot \text{dis}^a - P^H + L \cdot \text{dis}^a - P^L) \cdot \text{dis} - b \cdot K$$

$\alpha$ is a positive coefficient indicating the willingness to pay a higher price in dollars for a given quantity (flight) due to a longer flight distance.

For $\alpha = 1$ the price increases linearly with distance.

For $\alpha \neq 1$ the price increases with distance, but not necessarily linearly.

The First Order Conditions (F.O.C.) that are derived with respect to the decision variables $P^H$ and $P^L$ are as follows:

$$\frac{\partial \pi}{\partial P^H} = H \cdot \text{dis}^a - 2P^H + C \cdot \text{dis} + b = 0 \implies P^H = \frac{H \cdot \text{dis}^a + C \cdot \text{dis} + b}{2}$$

$$\frac{\partial \pi}{\partial P^L} = L \cdot \text{dis}^a - 2P^L + C \cdot \text{dis} = 0$$

From equations (5) and (6) we obtain the equilibrium prices in Case 1, the case in which it is not possible to transfer passengers from a peak flight period to an off-peak period as follows:

$$P^H = \frac{H \cdot \text{dis}^a + C \cdot \text{dis} + b}{2}$$

and

$$P^L = \frac{L \cdot \text{dis}^a + C \cdot \text{dis}}{2}$$

And optimal equilibrium quantities are derived from (7), (8) and (1) and (2):

$$Q^H = K = \frac{H \cdot \text{dis}^a - C \cdot \text{dis} - b}{2}$$

$$Q^L = \frac{L \cdot \text{dis}^a - C \cdot \text{dis} - b}{2}$$

Where $K$ represents the capacity of seats.

From (9) and (10) we get the number of seats that remain unoccupied during the low period:

$$Q^H - Q^L = \frac{(H-L) \cdot \text{dis}^a}{2}$$

2.2 Case 2

Case 2 uses the idea of transferring demand from peak period to off-peak period. In some sense we adopt a similar idea of transferring surplus from an off-peak to a peak period in the electricity market. See Crampes and Moreaux (2010).

Case 2 allows for transferring passengers from a peak period or high season, $H$, to an off-peak period or low season, $L$, in order to minimize the number of unoccupied seats. The process that is also referred to as the option for Moving Passengers (MP), provides an imperfect substitute product with which some consumers prefer to transfer their flights from the peak to the low periods. Moving Passengers are those passengers who postpone their flights from $H$ to $L$. This possibility of Moving Passengers should change the demand structure. We assume that the demand decreases during the peak period since the new scenario provides for MP. Without MP, the demand during the peak period remains as presented in equation (1) or (1'). Several kinds of demand functions at a peak period that are due to Moving Passengers are considered with different kinds of linear and non-linear functions. The set of equations presented below provides most interesting results regarding capacity, pricing and profits. We also considered other demands that can be transferred upon request.

The following presents the interrelationship between the demand of passengers who consume the airline service (flights) during a high or peak period; and the demand of Moving Passengers who postpone their flights to a low or off-peak period.

$$D^H: Q^H = H \cdot \text{dis}^a + \varepsilon MP - P^H$$

$$\varepsilon > 0$$ represents the sensitivity of the peak quantity demanded towards the price of a substitute good that is a postponed flight at a low (off-peak) season. $D^L: Q^L = L \cdot \text{dis}^a - P^L$

$$D^MP: Q^MP = MP \cdot \text{dis}^a + \gamma \cdot (P^H - P^MP) - P^MP$$

Coefficient $\gamma > 0$ represents the change in the quantity demanded in units of flights postponed from peak to off-peak periods due to the discount in price given at an off-peak period. This kind of change is more realistic.

It is assumed that, $D^H$, the actual demand at a peak period is affected negatively by the price at peak periods, $P^H$, and as expected also positively by $P^MP$ due to the fact the $Q^H$ and $Q^MP$ are both substitute goods, but not necessarily...
complete substitutes.

The demand at an off-peak period is affected linearly and negatively only by its own price.

Our most important innovation is with regard to $D^{\text{MP}}$. It is added to the market where the quantity demanded for postponed flights, $Q^{\text{MP}}$, is affected negatively by $P^{\text{MP}}$ as expected, but at the same time positively by the price gap or discount in price of $(P^H - P^{\text{MP}})$. Due to a larger discount between the prices, we expect that more passengers postpone their flights to off-peak periods, enabling much more revenue at an off-peak period. We believe that the main motivation of passengers to postpone their flights from a peak period to an off-peak period can be achieved with a larger discount in price that may compensate for the delay in their flights. $\gamma$ represents the sensitivity of the postponed demand to the discount in price. This kind of interrelationship between markets is more realistic. Using the appropriate simulations below, we can find how this kind of transfer of passengers should affect the capacity and the different pricing of $P^H$, $P^L$ and $P^{\text{MP}}$. Comparisons are made between Case 1 and Case 2 with regard to several decision variables.

The new profit function in Case 2 that includes the possibility of Moving Passengers, $\pi_2$, is:

(15) $\pi_2 = P^H \cdot Q^H + P^L \cdot Q^L + P^{\text{MP}} \cdot Q^{\text{MP}} - TC$

or

(16) $\pi_2 = (H \cdot dis^a + \varepsilon \cdot P^{\text{MP}} - P^H) \cdot P^H + (L \cdot dis^a - P^L) \cdot P^L + [MP \cdot dis^a + \gamma \cdot (P^H - P^{\text{MP}}) - P^{\text{MP}}] \cdot P^{\text{MP}} - C \cdot dis[H \cdot dis^a + \varepsilon \cdot P^{\text{MP}} - P^H + L \cdot dis^a - P^L + MP \cdot dis^a + \gamma \cdot (P^H - P^{\text{MP}}) - P^{\text{MP}}] - b \cdot (H \cdot dis^a + \varepsilon \cdot P^{\text{MP}} - P^H) - a \cdot dis$

Where $\varepsilon > 0$ represents the substitute effect of $P^{\text{MP}}$ on $Q^H$ and $\gamma > 0$ represents the idea that the demand of Moving Passengers is affected positively by a larger discount in the ticket price that is the gap between $P^H$ and $P^{\text{MP}}$.

The F.O.C. with respect to three decision variables, $P^H$, $P^L$, $P^{\text{MP}}$ are:

(17) $\frac{\partial \pi_2}{\partial P^H} = H \cdot dis^a - \varepsilon \cdot P^{\text{MP}} - 2P^H - \gamma \cdot P^{\text{MP}} + c \cdot dis \cdot (1 - \gamma) + b = 0 \implies P^H = \frac{H \cdot dis^a + C \cdot dis \cdot (1 - \gamma) + b + (\varepsilon + \gamma) \cdot P^{\text{MP}}}{2}$

(18) $\frac{\partial \pi_2}{\partial P^L} = L \cdot dis^a - 2P^L + C \cdot dis = 0 \implies P^L = \frac{L \cdot dis^a + C \cdot dis}{2}$

and

(19) $\frac{\partial \pi_2}{\partial P^{\text{MP}}} = \varepsilon \cdot P^H + MP \cdot dis^a + \gamma \cdot P^H - 2(1 + \gamma) \cdot P^{\text{MP}} - \varepsilon \cdot C \cdot dis + (1 + \gamma) \cdot C \cdot dis - \varepsilon \cdot b = 0 \implies P^H = \frac{-MP \cdot dis^a - C \cdot dis \cdot (1 + \gamma) \cdot \varepsilon + b + 2(1 + \gamma) \cdot P^{\text{MP}}}{\varepsilon + \gamma}$

By equations (17) and (19) we get:

(20) $(\varepsilon + \gamma) \cdot H \cdot dis^a + (\varepsilon + \gamma) \cdot C \cdot dis \cdot (1 - \gamma) + b \cdot (\varepsilon + \gamma) + (\varepsilon + \gamma)^2 \cdot P^{\text{MP}} = -2MP \cdot dis^a - 2C \cdot dis \cdot (1 + \gamma - \varepsilon + b + 4 \cdot (1 + \gamma) \cdot P^{\text{MP}}$

Therefore,

(21) $P^{\text{MP}} = \frac{[\varepsilon + \gamma \cdot H + 2MP] \cdot dis^a + [(\varepsilon + \gamma) \cdot (1 - \gamma) + 2(1 + \gamma - \varepsilon)] \cdot C \cdot dis + b \cdot (\varepsilon + \gamma)}{4(1 + \gamma) - (\varepsilon + \gamma)^2}$

And from (17) we get:

(22) $P^H = \frac{4(1 + \gamma) \cdot H \cdot dis^a + 2(\varepsilon + \gamma) \cdot MP \cdot dis^a + [4(1 - \gamma)^2 + 2(\varepsilon + \gamma) \cdot (1 + \gamma - \varepsilon)] \cdot C \cdot dis + [4(1 + \gamma - (\varepsilon + \gamma)^2)] \cdot b}{2[4(1 + \gamma) - (\varepsilon + \gamma)^2]}$

These values cannot be solved analytically and cannot be compared to the results in Case 1, above.

The tables below that are based on specific values of the parameters, introduce results regarding quantities, pricing policy, profits, and the difference in profits between Case 1 and Case 2.

3. Comparative Static Analysis

In the previous sections we develop the model of profit maximization policies in a market with a perpetual cycle of fluctuating demands. The model includes two main factors. The first one is the gap in the demands between periods, which is measured by the value (H - L). A larger gap (H - L) indicates larger fluctuations in the demands between periods. The second factor is the value of the coefficient $\gamma$. It represents the sensitivity of the quantity of Moving Passengers, $Q^{\text{MP}}$, towards a discounted flight ticket in exchange for postponing a flight from a peak period with high
demand to an off-peak period with low (regular) demand.

Since equilibrium values of prices, quantities, etc. in the model of the two cases cannot be determined and compared analytically, this section examines them with many simulations using several parameters, thus allowing us to define some interesting observations. The first stage of the investigation considers the effects of changes in values of H for given values of L and \( \gamma \) on the values of prices, quantities, profits, optimal capacities, and empty seats (ES). The ES are the difference between the capacity of seats determined by ticket sales at peak periods, and the actual number of seats used during an off-peak period. Finally, the study examines how changes in H also affect the utilization index factor, UI. This factor is measured in different ways in Case 1 and in Case 2. It represents the ratio between ES and the capacity \( K_i \).

In Case 1, in which there are no Moving Passengers, the value of UI\(_1\) is as follows:

\[
UI_1 = 1 - \frac{ES_1}{K_1}
\]

In Case 2 that allows for the possibility of Moving Passengers, the value of UI\(_2\) is as follows:

\[
UI_2 = 1 - \frac{ES_2}{K_2}
\]

As can be expected, the utilization in Case 2 is higher than in Case 1. However, the question is whether this is due to a reduction in \( ES_2 \) in comparison to \( ES_1 \); or perhaps also due to changes in capacity \( K_2 \) in comparison to capacity \( K_1 \) in Case 1. These possibilities are discussed below in the comparisons between cases.

For a given value of L the immediate conclusion is that as the value of H increases, the capacity, \( K_i \), is larger for either case. As a result, the value of ES (empty seats) at a regular (off-peak) period is larger. Due to the changes in K and ES, the UI (utilization index) is diminishing, especially in Case 2.

The second issue considers the effects of parameter \( \gamma \) that is defined above, on the same variables.

The value of capacity, \( K \) is diminishing in Case 2 due to an increase in \( \gamma \) that represents a greater readiness of Moving Passengers to transfer from a peak to an off-peak period. This substitutivity effect allows the firm to reduce the capacity, especially when it is relatively small. In any case, for any \( \gamma > 0 \) the capacity in Case 1 is larger than in Case 2.

The effect of \( \gamma \) on ES is negative in Case 2 (while it is of no effect in Case 1). As a result, we can conclude that UI is higher in Case 2 in which \( \gamma \) is higher.

The last and the most important comparisons relate to the effects of parameters H, L, and \( \gamma \) on the gap in the values of most of the above variables between Cases 1 and 2.

It is clear that opening the markets to transferring demands (with Moving Passengers) from a peak to an off-peak period allows for a larger profit in Case 2 in comparison to Case 1. This is especially so when the gap is larger between H and L, with either a larger H than a given L or vice versa, a lower L than a given H. The same is true regarding \( \gamma \). A larger value of \( \gamma \) that represents a greater readiness to shift flights from peak to off-peak periods, enables the airline to gain more profits. Yet the question is whether this is achieved by increasing or decreasing capacity, empty seats, or utilization of capacity; or by charging lower or higher prices and selling more or less tickets in the transition from the situation of Case 1 into Case 2.

All of these considerations are discussed and illustrated in the graphs below.

Table 2 and Figures 1 and 2 describe the influences of H changes on several values.

Table 2 describes the effect of changes of H on quantities of empty seats and profits.

The table shows that an increase in H increases both the quantity of empty seats and profits. However, the effect of H on both variables is more significant and larger in Case 2 than in Case 1.
Table 2. The results of changing the value of H

<table>
<thead>
<tr>
<th>L</th>
<th>dis</th>
<th>α</th>
<th>a</th>
<th>b</th>
<th>C</th>
<th>γ</th>
<th>ξ</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>1</td>
<td>1</td>
<td>10</td>
<td>20</td>
<td>40</td>
<td>0.4</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Comparison of Cases 1 and 2 for the following values of the parameters:

<table>
<thead>
<tr>
<th>H</th>
<th>QH1 (K)</th>
<th>QH2 (K)</th>
<th>ES1</th>
<th>ES2</th>
<th>ΣQ1</th>
<th>ΣQ2</th>
<th>Π1</th>
<th>Π2</th>
<th>ΔΠ</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>120</td>
<td>122.16</td>
<td>100</td>
<td>40.52</td>
<td>140</td>
<td>203.80</td>
<td>14790</td>
<td>23799.16</td>
<td>9009.16</td>
</tr>
<tr>
<td>295</td>
<td>117.5</td>
<td>119.69</td>
<td>97.5</td>
<td>38.19</td>
<td>137.5</td>
<td>201.20</td>
<td>14196.25</td>
<td>23041.62</td>
<td>8845.37</td>
</tr>
<tr>
<td>290</td>
<td>115</td>
<td>117.23</td>
<td>95</td>
<td>35.86</td>
<td>135</td>
<td>198.60</td>
<td>13615</td>
<td>22297.79</td>
<td>8682.79</td>
</tr>
<tr>
<td>285</td>
<td>112.5</td>
<td>114.76</td>
<td>92.5</td>
<td>33.53</td>
<td>132.5</td>
<td>196.00</td>
<td>13046.25</td>
<td>21567.65</td>
<td>8521.40</td>
</tr>
<tr>
<td>280</td>
<td>110</td>
<td>112.30</td>
<td>90</td>
<td>31.20</td>
<td>130</td>
<td>193.39</td>
<td>12490</td>
<td>20851.21</td>
<td>8361.21</td>
</tr>
<tr>
<td>275</td>
<td>107.5</td>
<td>109.83</td>
<td>87.5</td>
<td>28.87</td>
<td>127.5</td>
<td>190.79</td>
<td>11946.25</td>
<td>20148.47</td>
<td>8202.22</td>
</tr>
<tr>
<td>270</td>
<td>105</td>
<td>107.37</td>
<td>85</td>
<td>26.54</td>
<td>125</td>
<td>188.19</td>
<td>11415</td>
<td>19459.43</td>
<td>8044.43</td>
</tr>
<tr>
<td>265</td>
<td>102.5</td>
<td>104.90</td>
<td>82.5</td>
<td>24.22</td>
<td>122.5</td>
<td>185.59</td>
<td>10896.25</td>
<td>18784.09</td>
<td>7887.84</td>
</tr>
<tr>
<td>260</td>
<td>100</td>
<td>102.43</td>
<td>80</td>
<td>21.89</td>
<td>120</td>
<td>182.98</td>
<td>10390</td>
<td>18122.45</td>
<td>7732.45</td>
</tr>
<tr>
<td>255</td>
<td>97.5</td>
<td>99.97</td>
<td>77.5</td>
<td>19.56</td>
<td>117.5</td>
<td>180.38</td>
<td>9896.25</td>
<td>17474.50</td>
<td>7578.25</td>
</tr>
<tr>
<td>250</td>
<td>95</td>
<td>97.50</td>
<td>75</td>
<td>17.23</td>
<td>115</td>
<td>177.78</td>
<td>9415</td>
<td>16840.25</td>
<td>7425.25</td>
</tr>
<tr>
<td>245</td>
<td>92.5</td>
<td>95.04</td>
<td>72.5</td>
<td>14.90</td>
<td>112.5</td>
<td>175.17</td>
<td>8946.25</td>
<td>16219.71</td>
<td>7273.46</td>
</tr>
<tr>
<td>240</td>
<td>90</td>
<td>92.57</td>
<td>70</td>
<td>12.57</td>
<td>110</td>
<td>172.57</td>
<td>8490</td>
<td>15612.86</td>
<td>7122.86</td>
</tr>
</tbody>
</table>

QH_i – The number of passengers during the peak period in case i, while i=1,2.

ES_i – The number of empty seats in the peak season in case i, while i=1,2.

ΣQ_i – The total number of passengers in case i, while i=1,2.

Π_i – The profit in case i, while i=1,2.

ΔΠ – The difference in profit between case 2 and case 1

Figure 1 describes the effect of the change in H on occupied seats. The figure shows that H positively affects the peak period quantities, again more significantly in Case 2; but it has no effect at a regular period. The inverse effect of changes in H are on the UH index. UH decreases by increasing H, especially and more significantly in Case 2.

The following results discuss the effect of the γ variable, which positively affects unoccupied seats as well as profit in Case 2, but has no effect in Case 1.

Figure 1. The effect of the change in H on occupied seats

Figure 2 illustrates the effect of the H change on the UH index. From the chart it can be seen that the index in Model 2 is higher than the index in Model 1. When an increase in H decreases the index in both models, in model 2 the effect is stronger.
Table 3 and Figures 3 and 4 describe the influences of γ changes on several values.

A comparative analysis is done with respect to changing the values of γ for the following given values of H.

Table 2 describes the effect of γ on the quantities of empty seats and profits. The table shows that an increase in γ increases the overall quantity and profit in Case 2 but does not change the overall quantity and profit in Case 1. Therefore, the change in profit increases when comparing the two cases.

Table 3. The results of changing the value of γ

Comparison of Cases 1 and 2 for the following values of the parameters:

<table>
<thead>
<tr>
<th>γ</th>
<th>QH1 (K)</th>
<th>QH2 (K)</th>
<th>ES1</th>
<th>ES2</th>
<th>ΣQ1</th>
<th>ΣQ2</th>
<th>π1</th>
<th>π2</th>
<th>Δπ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>120</td>
<td>118.13</td>
<td>100</td>
<td>27.39</td>
<td>140</td>
<td>208.88</td>
<td>14790</td>
<td>24556.42</td>
<td>9766.42</td>
</tr>
<tr>
<td>0.49</td>
<td>120</td>
<td>118.55</td>
<td>100</td>
<td>28.73</td>
<td>140</td>
<td>208.36</td>
<td>14790</td>
<td>24478.90</td>
<td>9688.90</td>
</tr>
<tr>
<td>0.48</td>
<td>120</td>
<td>118.96</td>
<td>100</td>
<td>30.07</td>
<td>140</td>
<td>207.84</td>
<td>14790</td>
<td>24401.80</td>
<td>9611.80</td>
</tr>
<tr>
<td>0.47</td>
<td>120</td>
<td>119.36</td>
<td>100</td>
<td>31.40</td>
<td>140</td>
<td>207.33</td>
<td>14790</td>
<td>24325.09</td>
<td>9535.09</td>
</tr>
<tr>
<td>0.46</td>
<td>120</td>
<td>119.77</td>
<td>100</td>
<td>32.72</td>
<td>140</td>
<td>206.82</td>
<td>14790</td>
<td>24248.78</td>
<td>9458.78</td>
</tr>
<tr>
<td>0.45</td>
<td>120</td>
<td>120.17</td>
<td>100</td>
<td>34.04</td>
<td>140</td>
<td>206.31</td>
<td>14790</td>
<td>24172.87</td>
<td>9382.87</td>
</tr>
<tr>
<td>0.44</td>
<td>120</td>
<td>120.57</td>
<td>100</td>
<td>35.35</td>
<td>140</td>
<td>205.80</td>
<td>14790</td>
<td>24097.36</td>
<td>9307.36</td>
</tr>
<tr>
<td>0.43</td>
<td>120</td>
<td>120.97</td>
<td>100</td>
<td>36.65</td>
<td>140</td>
<td>205.30</td>
<td>14790</td>
<td>24022.23</td>
<td>9232.23</td>
</tr>
<tr>
<td>0.42</td>
<td>120</td>
<td>121.37</td>
<td>100</td>
<td>37.94</td>
<td>140</td>
<td>204.80</td>
<td>14790</td>
<td>23947.49</td>
<td>9157.49</td>
</tr>
<tr>
<td>0.41</td>
<td>120</td>
<td>121.77</td>
<td>100</td>
<td>39.23</td>
<td>140</td>
<td>204.30</td>
<td>14790</td>
<td>23873.13</td>
<td>9083.13</td>
</tr>
<tr>
<td>0.4</td>
<td>120</td>
<td>122.16</td>
<td>100</td>
<td>40.52</td>
<td>140</td>
<td>203.80</td>
<td>14790</td>
<td>23799.16</td>
<td>9009.16</td>
</tr>
<tr>
<td>0.39</td>
<td>120</td>
<td>122.55</td>
<td>100</td>
<td>41.79</td>
<td>140</td>
<td>203.31</td>
<td>14790</td>
<td>23725.56</td>
<td>8935.56</td>
</tr>
<tr>
<td>0.38</td>
<td>120</td>
<td>122.94</td>
<td>100</td>
<td>43.06</td>
<td>140</td>
<td>202.82</td>
<td>14790</td>
<td>23652.34</td>
<td>8862.34</td>
</tr>
</tbody>
</table>

QHᵢ – The number of passengers during the peak period in case i, while i=1,2.
ESᵢ – the number of empty seats in a peak season in case i, while i=1,2.
ΣQᵢ – The total number of passengers in case i, while i=1,2.
Πi – The profit in case i, while i=1,2.

Δπ – The difference in profit between case 2 and case 1

Figure 3 illustrates that the effect of the change in γ on the quantities during the peak period has no effect on the regular period; but with an increase of the value γ, actual quantities at peak period decrease.

Figure 3. The effect of the change in γ on the quantities during the peak period

Figure 4 depicts the effect of the change in the index γ on UH. The figure shows that there is no effect on the index in Case 1, but the index in Case 2 increases with the increase in γ.

Figure 4. The effect of the change in the index γ on UH

1. The optimal price in the peak period as well as the total quantity supplied in both periods are higher in Case 2 than in Case 1. Thus, the profits in Case 2 are greater than in Case 1. The opening of an MP market leads to a very small positive marginal impact.

2. An increase in the value of H has no effect on price and quantity supplied in the regular period, but in both cases leads to a decrease in price in the peak periods. An increase in the value of H leads to an increase in capacity in both cases.

3. The marginal effect of an increase of H on the marginal profit is positive and higher in Case 2 than in Case 1. Therefore, the gap between the profits of the cases increases with H.
4. The opening of a market for Moving Passengers increases $Q^{MP}$. H itself does not have any effect on $Q^{MP}$.

5. H means that an increase in H increases the number of vacant seats $Q^H$ but not $Q^{MP}$. $ES = K - (Q^H + Q^{MP})$ is diminishing with the diminishing of H. The levels of ES are particularly low when H is small. K is an impediment that is not affected by change in H and the same applies to $Q^{MP}$ that is not affected by H.

6. When $\gamma$ increases $\gamma = 0.5 \Rightarrow Q^H < Q^L$ When $\gamma$ decreases $0.38 < \gamma < 0.45 \Rightarrow Q^H > Q^L$ but the positive and negative gaps between $Q^H$ and $Q^L$ are very slim.

7. Based on Figure 4, we conclude that the capacity of seats is larger as expected in the case that allows for Moving Passengers that transfer from a peak period to an off-peak period. It is especially larger at higher values of $\gamma$.

8. The capacity, which is the number of planned seats, is on the other hand affected negatively by $\gamma$. This is especially so at a high level of H that represents for a given level of L an environment of large fluctuations between periods.

4. Conclusions

This paper raises the issue of determining the optimal capacity supplied at every period in the case in which demands fluctuate with peak (high) demand, H, followed by off-peak (regular or low) demand. The profit maximizer who faces in every cycle peak and off-peak demands, may incur costs due to high capacity on one hand; and extra profit in a peak period, combined with too much production in the off-peak period on the other hand.

Two cases are presented. In Case 1 it is not possible to transfer partial demand from a peak period to an off-peak period. In Case 2, it is possible because of the readiness of customers to transfer their demands from a peak to an off-peak period. An example is an airline that faces seasonal high and low demands that should determine the optimal size or number of seats in the aircraft, while also facing costs due to capacity (size) of the aircraft. These costs reflect the cost of the actual use of seats at each period and other costs. (In Case 1 there are no Moving Passengers, while in Case 2 there is some degree of substitutability in which some customers are ready to postpone their flight service from a peak to an off-peak period. The questions are how we can compare between the capacities of both cases; what the utilization of these capacities will be; and how the possibility of Moving Passengers affects the phenomenon of empty seats at the off-peak periods and the comparisons regarding pricing, quantities, and profit values of both cases. Some results are trivial and others are not too intuitive, as summarized below.

For a given regular (off-peak) demand we find that if the demand of a peak period is increasingly higher, it will increase peak period prices in both cases. However, in Case 2 it increases by more than in Case 1.

At the same time, the fare for Moving Passengers is also increasing with an increase in the total demand at a peak period. As in the first conclusion above with respect to prices, the same occurs regarding the quantity supplied. An increase in demand at a peak period increases both quantities, i.e. capacities. However, it increases in Case 2 by more than in Case 1. This is in spite of the fact that part of the increase in the demand at the peak period can be substituted by Moving Passengers.

The results derived from the above conclusions are unequivocal regarding profits. As the demand of the peak period is higher, the profits increase in both cases. However, the possibility of switching demands from peak to off-peak periods increases profits in Case 2 in comparison to Case 1.

The effect of the possibility of switching demand from a peak to an off-peak period enables the reduction of capacity. Still, this negative effect is stronger when the peak demand is larger. The capacity in Case 1 is not affected as expected.

This leads to an important phenomenon. For larger gaps between the demands of peak and off-peak periods, (large H), the optimal capacity in Case 1 is larger than the optimal capacity in Case 2. However, with small gaps (small H) the picture is different. At small $\gamma$, indicating less readiness to switch demand between periods, the capacity in Case 2 is larger than the capacity in Case 1. Yet when $\gamma$ is larger, lower capacity is required in Case 2. Therefore, the capacity in Case 2 is smaller than in Case 1.

The discussion above also leads to a further conclusion regarding the utilizations of the two cases. Due to a greater readiness to switch demands between periods (large $\gamma$), less empty seats remain in Case 2 in comparison to Case 1. On the other hand, it is possible that the capacity in Case 2 is smaller than in Case 1. Thus because of both factors the utilization of seats in Case 2 is significantly higher than in Case 1.

All the conclusions, above, are applied to the case of the airline industry. However, most of these implications can be adapted to different scenarios of daily life, several of which are mentioned below.

One situation concerns the supply of electricity to customers and the optimal turbine capacity for the number of customers
and quantity of VIPer hours, when all three elements of capacity, number of users, and total use of electricity require cost. This question that arises in the case of a peak load period and a regular period is very often relevant in the electricity market.

Fluctuations between high season and off season purchases in a department store require determination of the store size (capacity) that affects costs, in addition to those costs due to the number of users and the actual purchases in each period. The extent of purchasing may determine the size of shelves, in addition to the holding cost of the inventory they contain, etc. The same can be applied to regular supermarkets, while their fluctuations in demands occur during the weekend in contrast to weekdays.

The issue of public transportation relates to the size of buses or the number of train cars used in response to different demands during holidays or on regular days.

Congestion issues of driving at rush hours compared to off-peak hours lead to fluctuating demands and require that economic planners consider how many lanes should be paved on each highway. Higher capacity means costs in addition to those that depend upon the number of cars and the distances driven on a highway.

Another similar scenario is found in the area of health economics. The question concerns the optimal size of each hospital department and the number of beds occupied in each season. It is a well-known phenomenon that there are clearly defined fluctuations of hospitalization during the winter and summer seasons. In the winter many patients are hospitalized due to influenza and other seasonal illnesses, in contrast to the summer that is considered a regular off-peak season. The costs structure is again broken down as mentioned above; and the model that is developed can be similarly applied to the other previous examples.

Several examples were presented and many more can be given to emphasize the broad and extensive applicability of the model developed in this paper. In addition, another issue considered in the paper is the possibility of lessening the gaps between peak and regular periods by enabling reduction of the demand at a peak period through shifting part of the demand to a regular period. It is likely almost impossible to do so in the examples of hospitalization or rush hour traffic. However, in the example of flight tickets transferred from peak to regular periods or electricity delivery demands shifted from peak to regular periods, it is definitely possible. The comparison between solutions with and without partial or full substitution of demand is important.
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