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Abstract

Developing an accurate and efficient Sketch-Based Image Retrieval (SBIR) method in determining the
resemblances between the user's query and image stream has been a never-ending quest in digital data
communication era. The main challenge is to overcome the asymmetry between a binary sketch and a full-color
image. We introduce a unique sketch board mining method to recover the online web images. This image
conceptual retrieval is performed by matching the sketch query with the relevant terminology of selected images.
A systematic sequence is followed, including the sketch drawing by the user in interpreting its geometrical shape
of the conceptual form based on annotation metadata matching technique achieved automatically from Google
engines, indexing and clustering the selected images via data mining. The sketch mining board being built in
dynamic drawing state used a set of features to generalize sketch board conceptualization in semantic level.
Images from the global repository are retrieved via a semantic match of the user's sketch query with them.
Excellent retrieval of hand-drawn sketches is found to achieve the recall rate within 0.1 to 0.8 and a precision
rate is 0.7 to 0.98. The proposed technique solved many problems that stat-of-art suffered from SBIR (e.g.
scaling, transport, imperfect) sketch.

Furthermore, it is demonstrated that the proposed technique allowed us to exploit high-level features to search
the web effectively and may constitute a basis for efficient and precise image recovery tool.

Keywords: sketch-based retrieval, image retrieval, shape representation, annotation based semantic matching
1. Introduction

Previously, there has been a wide interest and progress on computer aided retrieval of media data. The advances
in this area have allowed users to look for a multimedia object in large repositories in a more efficient way. As
advances in multimedia retrieval, increase, new interesting, challenging applications are coming up. Image
retrieval has very important applications (Banfi, F., 2000) that are beyond the traditional application based on
searching such as Architecture and Interior Design, Biochemical, Education,...etc.., for that the easy way to
retrieving images is by means textual metadata describing the object in the image. However, then retrieved by
text not always come with reliable human tags. Although, many authors have addressed the several methods
have been invented (Funkhouser et al., 2003, Eitz, et al., 2012). For example, an easy way to express the user
query is by using a line-based hand-draw. One of the current interesting applications is an input draw (sketch)

Definition: a sketch consists of a group of elements; a sketch is represented as a structure of a shape used to find
images relevant to this shape leading to a method of sketch-based image.

The sketch based image retrieval (SBIR) is part of the image retrieval field. In an SBIR system, the input is a
simple sketch representing one or more objects. As shown in Figure 1.
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Figure 1. Sketch query example

The retrieved images based on sketch technique is studied from several areas to get the retrieval of images
accurately and fast and find out many methods to retrieved images from limited data base or small database and
satisfy a good result, but still not satisfy good retrieved from large database to be trying to reach to retrieve
images from large database reach to retrieve from the web. A precise image conceptual retrieval scheme for
online sketches is far from being achieved. Furthermore, unlike other classical methods to detect shapes similar
to the present sketch, the proposed technique avoids the efficiency issues regarding shape detection of low-level
features and extracts them by for example, the Hough transform or canny (Dube and Zell, 2011; Abdulbaqi et al.,
2014). In this communication, we report a novel method to input sketch and retrieved images based on the sketch
online. This method is based on a different feature called the keyshape mining of the visual objects and used the
semantic structure to achieve the name of sketch (metadata) to retrieved images that is yields a significant
improvement in the retrieval effectiveness. This paper is organized as follows; Section 3 methodology of online
SBIR. Section 4 presents Sketch interpretation. Section 5 Drawing question sketch online. Section 6 Semantic
Matching. Section7. Result and desiccation. Section 8 concludes the paper.

2. Related Work

Although many authors have been involved in content based image retrieval using an example image as a query,
some relevant works on sketch based image retrieval have only appeared in the last three years. It is established
that an easy way to communicate the user query is through a line-based hand-drawing (a sketch), which leads to
the sketch-based image retrieval (SBIR). Only few studies have addressed the sketch based image retrieval
methods. Some of the reports work on Edge Histogram Descriptor (EHD) (D.k et al., 2000) by extracted
information, in the form of feature vectors, is clustered to form a codebook that is then used under the Bag Of
Features (BOF) approach. This work is also relevant because the authors propose the first system to build a
benchmark for the SBIR problem. One outstanding property of this benchmark is that it takes into account the
user opinion about the similarity between sketches and test images. This is highly important because the ultimate
goal of a retrieval system is to satisfy the user requirements. Recently, ( Saavedra and Bustos, 2014) proposed a
procedure to identify a sketch in which the structural components are obtained and the sketch is disintegrated
into a set of basic geometric shapes this a new method fined the spatial relationship between these basic
geometric shapes eventually leads to the sketch identification, this methods Known as ‘keyshape’, it also to
enhance the effectiveness of the mechanism for efficient retrieval of sketches, the proposed method combines the
‘keyshape’ with a Bag of Features (BOF). In fact, a sketch is based on related works the techniques are used to
recreate images based on a sketch query by drawing only the most important edges to try to paint an image that
looks like the one that is being sought consisting of the contour of one objects in the image. Other methods
extract features of Histogram of Gradients and discrete distance transform (Tencer et al., 2012), (Slong et
al.,2015) introduced a comparative study to find out which method, dose the image appearing after processing
look like a sketch in matching. (Parui and Mittal ,2014) Has displayed the management of each image in the
database through pre-processing in order to obtain the image, extract the sequences and contour segmentation to
enable partial matching of chains by presenting a comparative study to find which method results in images most
representative of the sketch. (Cao ef al., 2011) Developed a system that supports query-by-sketch in a large
database, (two billion images). They chose a raw edge pixel as representation and Chamfer matching as the
matching mechanism for their system. The system is composed of two major parts, offline image processing, and
online image retrieval. First, content-based image retrieval (CBIR) technology is used to retrieve a set of visually
similar images from a large-scale web image set. However, it is still a challenge to use this method with a sketch
to retrieve image annotation. Some challenging problems such as image annotation were studied in a data-driven
way.

3. Methodology

The proposed technique consists of three stages. First, sketch board mining that allows us to draw the sketch online
and mining the important point of the sketch then claster the keyshape. Second, interpretation sketch drawn by
finding a Spatial relationship between keyshaps depended on centrude point of the object. Third, match the
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concept (metadat) of the sketch selectad with annotation metadata in the image repository online. Fig.2. Illustrates
the schematic of our research framework.

3.1 Sketch Board Mining

The proposed online sketch board mining system consists of three main components including canvas drawing
board, a set of geometric keyshape mining and interpretation of drawing sketch. The drawing board resembles an
online sketch editor that is used to allow the users to draw a sketch in real time using mouse clicks with all the
mouse events recorded. The geometric shape elements are created to interpret various types of geometrical
shapes (keyshape) of the sketch based on the recorded mouse events. For each object, a certain number of
sketches are saving as templates to represent the object. The templates are then stored in a database as a semantic

space known as the template sketch.

A
Sketch Board Mining

Online sketch board I

A
I Deatermine Geometric Keyshapes |

|
Interpretation of the Skeatch |

Queries by sketch
I Drawing Query online |
N
Compare Sketch with template
dictionary
N
I Match with Google metadata I

D

I Retrieving images I

>

Figure 2. General framework of the proposed methodology

3.2 Online Sketch Board

The sketch board mining system, which is based on keyshape provides important information of a sketch such as
start, end, middle and centroid points. These key points are used to determine the attributes and to mine the
elements (key shape) of the sketch, which include straight lines, curves, ellipses and circles. The keyshapes are
then used to interpret the sketch. In this study, a sketch drawing board, which is developed using HTMLS canvas
and JavaScript, acts like a sketch editor (see Figure 3). It provides important features, among others: (1) It can
connect directly to the Internet (2) It supports latest browsers, including Chrome, Firefox and Opera (3) It can
receive input via mouse click and keyboard, and (4) The user can freely draw any kind of sketch.

( Space of Drawing )
Board mining

Utilities Part

Retrieved images

Figure 3. The sketch board editor
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The main function of the proposed online drawing board is to allow a user to draw a sketch using a mouse and to
capture all mouse events. The events incluMouseDown, MouseUp and MouseMove. MouseDown indicates the
starting point of an element/attribute of the sketch, MouseUp denotes the ending of the element and MouseMove
represents the events in-between the MouseDown and MouseUP of the element. For every single element of the
sketch, the system provides a unique ID and records all the mouse events in terms of their coordinates. Figure 4
depicts a complete sequence of events of a sketch along with its captured data.

NF
Assign ID to element I
N
Capture coordinates of MouseDown
Nz
Capture coordinates of MouseMove
e
Captures coordinate of MouseUp
I
No

Isthe sketch
Completed?

Figure 4. A block diagram of data acquisitions by the sketch board mining during a sketch drawing session

3.3 Determining Geometric Keyshape

In this study, data mining method is used to specify three basic geometric keyshapes. Mining is a data knowledge
discovery that represents the process of analysing data from different perspectives in order to find the useful
information (Aggarwal, 2007). It is the analytical tool that is used in analysing the data coming from sketch
board including many different dimensions or angles with the aim of categorizing it and identifying the
relationships. It also finds the correlations and template in large relational query databases. In this case, the
drawn object will be classified into separated elements that represent the shape features based on canvas input
representation and supported by the specific design of data mining.

Definition 1: A keyshape is a simple geometric shape that is composed of more complex elements. Examples of a
key shape may be a circle, an ellipse, a line, among others (Saavedra and Bustos, 2014).

Definition 2: Mining is the process of analysing data from different perspectives and summarizing the identified
relationships into useful information (Gupta et al., 2011).

Thus, we propose an efficient strategy that is exploiting the structural information provided by sketch depending
on the basic geometric elements that can be detected by mining in a method known as “keyshape mining”.
Keyshape mining is a geometrical shape detected by mining the string of pixels like (circle, line, and curve) to
determine eleven types of geometric elements that are given in Figure 5 These elements are then correlated with
other simple geometric shapes, thereby creating the element group under a specific concept depending on the
elements component and position. Keyshape mining technique needs a new input method that can enable the
analysis of the elements based on mining to understand the sketch and to characterize these images by mining
the keyshape.
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Figure 5. The eleven element types (a) horizontal line, (b) vertical line, (¢) northward line, (d) southward line, (¢)
northward curve, (f) southward curve, (g) eastward curve, (h) Sketch westward curve, (i) circle, (j) x-axis ellipse,
(k) y -axis ellipse
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Figure 6. Displays the general framework to determine the drawn keyshape element depending on calculated
threshold

Two different thresholds are used. Threshold(1) value is equal to 1 which determines whether the Keyshape is
line or circle because the threshold reflect the difference between the imaginary point and the mid- point, fore
that the threshold2 value which equal to 2 reflects that arc generated in the sketch element and its determine as a
curve. This framework consists of three stages to determine keyshape element: first, input query to determine the
important variables that are used to calculate the keyshape; second, determine if the keyshape is a line or curve;
third, determine if the keyshape is circle or type of ellipse.
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Stage 1: Sketch Input

This stage describes important variables, x and y, related to each drawn element used to determine the keyshape
of the sketch shown in Figure 7. These variables are:

1. Start point (x,;,y;): it is the first point of a drawn element generated by the MouseDown.

2. End point (x,,y,): it is the last point of the drawn element generated by the MouseUp event, where n denotes
the total number of acquired points of the element.

3. Chain point (x;y;), (i=2,3,...,m,...,n-1) denotes the point located in-between (x,,y;) and (X,,y,) of the drawn
element generated by the MouseMove event.

4. Mid-point (Xp,ym): it is the point that lies in the middle of a drawn element will be calculated for each

drawn element using equations 1 and 2, respectively. These point lies on the real line that links the start and
end points.

n
i=1%i
2

(M

Xm =

Tieavi
Y =22 @)

5. Imaginary centre-point (X, y.): it is the centre-point of an imaginary straight line, which is artificially
erected linking the start point and the end point directly.

Distances, D1 and D2, will be calculated for each drawn sketch using equations 3 and 4, respectively
D1 = \/(Xc = Xp)?+ (Ve — Ym)? (3)
D2 = /(xc = x1)2 + (Ve — y1)? “4)

Mid-point (Xm, V)

End point (Xq, v1)

Start point (Xs, y1)

Artificial line
Imaginary center- point (X, yc)

Figure 7. The important points of each drawn element
Where
D,= distance between imaginary centre point and mid-point.
D, =distance between imaginary centre point and one of either start or end point.

Depending on the ratio between D; and D,, the drawn keyshape element will be classified into one of two groups.
The first group represents the circle keyshape and the second represents the line or curve keyshape.

If (D, /D,) is greater than a specific threshold1, then the keyshape is marked as a circle; otherwise it is a line or
curve.

Stage 2: Determination of line or curve keyshape

Since most of the lines are not drawn in a straight line and sometimes resemble a curve, it is necessary to
precisely determine their true nature, line or curve. From multi input for each sketch case, it is determined that
the value of Threshold2 (distance between the imaginary centre point and midpoint of the drawn element) can be
used to differentiate the line from the curve. For that reason, we need a separate algorithm to determine such
problem (see Algorithm 1).
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Algorithm 1: Determination of line or curve keyshapes

Input:  (x1,y1), (Xn,¥n)> Xm,ym) and threshold
Output: line or curve
Variables Xy, Y1,Xn, Yn> XmoYm © iNteger
begin
Read the x; ,y; ,Xq, ¥n
X= (Xp- X1) /2 // calculate the coordinate of the imaginary center-point
Y= (Yo~ y1) /2
Threshold = 2
D =/(x; — %)% + (Ve — Ym)? // calculate the distance
If (D < threshold)  then
element< straight line keyshape

else
element< curve keyshape
end if

END

Algorithm 2 is used to determine the type of the straight line, depending on differences between the
corresponding coordinates value of start and end points that are represented in Ax and Ay where:

AX= (Xp-X1), AY= (Yn-Y1)

Algorithm 2: Determination of various line type keyshapes

Input: straight line
Output: horizontal line, vertical line, northward line, southward line

Variables x; ,y1, X,,¥n: integer

begin
AX= (%, — X))
AY= (yn=y1)

If AX =0 and A Y> 0 then
Straight line < vertical
elseif A X>0and AY =0 then
Straight line €< horizontal
else if A X<0 and A Y> 0 then
Straight line €< northward-west
else if A X> 0 and A Y> 0 then
Straight line €< northward-east
else if A X<0 and A Y<O0 then
Straight line € southward-east
else
Straight line € southward-west
end if
end begin
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Figure 8. Four types of curve (a) westward curve, (b) eastward curve, (c¢) southward curve, and (d) northward
curve

In curve keyshape situations, the direction of the curve depends on the coordinates of both midpoint and
imaginary points. Generally, there are four curve types, westward, eastward, northward and southward. In the
first two cases, the direction of the curve depends on the dominanting value of X-coordinate, while in the last
two cases, the curve direction depends on the dominanting value of Y-coordinate. Figure 7 represents all types of
curve along with Algorithm.3.

Algorithm 3: Computation of curve types

Input: drawn curve
Output: curve types
Variables x,, X.: integer
begin
If X,>X. then
Key shape € west curve
else
keyshape& eastward curve
end if
If y >y, then
Keyshape< north curve
else
keyshape< southward curve
end if
end begin

Stage 3: Determine circle or ellipse keyshape

In this stage, the keyshape will be determined as a circle or ellipse according to Figure 9 (a) - (c). By
implementing the following steps as illustrated in Algorithm 4.

i) For each drawn element, four basic points (start, end, midpoint and imaginary midpoint points) are

used in Equation (3) to determine the circle and ellipse.

Circle = (\/lxc - xmlz + |yc _lez - \/lxn - x1|2 + |yn _y1|2 (3)
ii)  Evenly divide the length of the drawn circle by 4 to find four points, which are termed as a, b, ¢ and
d.
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iii) Calculate the distance (L1, L2) using Algorithm 4, where L1 is the distance between (a and c), while
L2 is the distance between (b and d). These two distances are used to differentiate between circle and

ellipse:

If (L1 = L2) then the keyshape is circle, otherwise ellipse. If (L1>L2) then the keyshape is y-axis

ellipse, else x-axis ellipse.

a a

C

A B
C

(a) (b) (©)
Figure 9. Three types of Keyshape (a) circle, (b) x-axis eastward ellipse, (c) y-axis westward ellipse

Algorithm 4: Determine circle or ellipse

Input: stream of drawn points
Output: types of circle or ellipse
Variables Xc, Ye, Xm, Ym» X1> Xn> V1> Yns Xas Xb> Xe» Xds Yas Yb» Ye» Ya© INtEET
begin
Circle = (/12 = Xml? + 1 = Yml* = /I = 21 + Iy = 111
Determine the four corresponding points by dividing the length of point by 4 (a, b, c, d).
Calculate L1 // distance between (a and ¢)
Calculate L2 // distance between (b and d)
L1 =/(xa = x)* + 0o = ¥)*
L2 = \/(xp — Xa)? + IV — Ya)?

IfL1=L2
Keyshape circle € circle
else if L1 >L2
Keyshape circle €x - axis ellipse
else
Keyshape circle €y- axis ellipse
End if

End begin

After determining the type of the element, the other issue in this step is to calculate

The angle of each element based on Cartesian rule (see Equation 4). The benefit of knowing the angle is to
specify the element slope with regard to the canvas drawing area. Figure 10 presents an example of two drawn
elements with their respective angle.

0= tan™!(yr-y1) )

- (Xrx1)
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Figure 10. Angle of element

Depending on the (start, end and imaginary midpoint) points of the keyshape element, a basic mathematical
formula is used to find the spatial relationship between these elements depending on the direction of each
element in relation to another in the same sketch. The centroid of the object (sketch) also represents a very
important point related to the object. It is known that each object has a certain centroid. This means that the
centroid can represent one of the distinguished points to the object. From this point of view, the centroid adds a
new value to the object that makes it unique because the element's position related to centroid point will specify
the object element details, meaning that the centroid direction represents the uniqueness of the sketch (see
Equation 5 and Equation 6). It is this point that paves the way to specifying an object's name for each sketch.

The equations of the centroid calculation for (n) elements in the sketch (Boolos et al.; 2002; Mendelson, 2009)
are:

X=X, % /n )
_ 3 Y=Y, yi/n (6)
Where X : Centroid x, Y : centroid y and n is number of elements.
4. Sketch Interpretation

Interpretation is a technical notion that approximates the idea of representing a logical structure inside another
structure (Zhou et al., 2012; Bozas and Izquierdo, 2012). It provides a set of basic geometrical/direction
primitives and allows for the addition of more domain-specific semantic relations. The main challenges in
interpretation technique would be to firstly discover the components that the sketch is composed of, and secondly,
what these components of the sketch actually mean. In other words, the interpretation can be separated into
sketch element classification and recognition the sketch object.

In this novel technique, the designed sketch board interprets the element of the structural components by mining
the set of points drawn on the sketch board to identify the keyshape elements of their basic geometrical class.
Then, these keyshapes are conceptualized to obtain their specific meaning of the sketch based on the user
application. This specific meaning represents the type of the sketch (template) that will be collected from all the
training sketches, and the more common template will be the dependent template used in retrieving images based
on this template sketch. This step basically depends on the spatial relationship between the keyshape of the
drawn sketch.

Spatial relationships explore the concept of where the element are in relationship to other elements in the same
object (Guarino and Welty, 2000). The study of spatial relationship of the elements is the core of the sketch
meaning recognition because it specifies the unique structure of the sketch based on unique correlations between
the object elements.

This step provides the correlation between the interpreted keyshape sketch elements and tries to find spatial
relationships between this element of object (ID; ID, IDs_ ID,), where ID is the element type identified from
determining the geometric keyshape elements sketch. According to this study, the interpretation process is a
high-level stage that recognizes the sketch meaning depending on spatial relationship between the keyshape
elements. For instance, when a person is asked to make a simple drawing of a teapot, he or she will probably
draw only three components: the body, the spout and the handle. The interpretation used in this work formally
represents the sketch object assignment based on the spatial relationships that come from the content of cbject
elements correlated with the direction of each element such as (northward-west, southward-east, southward-west,
southward-east) among these elements depending on the distance between a centroid of the main shape and the
imaginary centre point of all elements of the sketch. Figure 11 shows how to specify the direction of each
element of the sketch based on the imaginary point of each element correlated with centroid point of cbject
(sketch). It is clear that when an imaginary point takes place in the right position of the centroid point as in point
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(1), it will specify that this element occurs Northward-east of centroid point and the others will be read in the
same way.

Northward-west Northward-east

° C'-:mro*ld point

oint (1)
Imaginary point

Southward-west Southward-east

Figure 11. Specifying the direction of each element based on an imaginary correlated with centroid point

The sequences of operations to find the spatial relationships are described below:
1. Detect the imaginary center points of keyshape (geometric element).
2. Determine the object centroid using Equations 5 and 6.

3. Count the number of keyshape elements based on the type of each element as specified in Algorithm (1
to 4), and the angle direction for each element using Equation 4.

4. Determine the distance between the imaginary center points of the element with centroid points of the
object based on the direction of the element with respect to angular direction as explained briefly in
Algorithm 5.

5. Store the element by (ID type geometry, direction).
The procedures to identify spatial relationship between the keyshape are illustrated in Algorithm 5.
Algorithm 5: Identify spatial relationship between keyshape types

Input : T array of string geometric keyshape has a specific ID type
Output : T, array of each input keyshape with corresponding direction

variables X, Xy, Y1,¥n, 11 : integer

begin
X= (Xqu- X1) 12 // calculate the imaginary center-points (X,y.)
Ye= (Yn- y1) /2
determine object centroid // using equation 5 and equation 6
—for i=1 to n of element // n=number of sketch element

6 = tan ' 2L //determine the direction of each element.
X

T, (1, 1) =Ti(@)

T (2,i)=0

L_ end for

end

Based on determined the type of keyshape and identify spatial relationship between these keyshape types as
proposed Algorithms 1 to 5, many obstacles in identifying sketch have been addressed including, imperfect
sketch, Scaling ( different size of the same sketch drawn), translation (different location of the same sketch). The
following example, given in Figure 12, shows different sketches of input (teapot) sketch. The successive steps of
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the proposed method to determine the teapot for six different teapot sketches are as follows:
Step 1: For each sketch, the imaginary centre point of each element (red dots) is recorded using Algorithm (1),
Step 2: For the whole object (each sketch), the centroid point (yellow point) is recorded using Equations 5 and 6.

Step 3: By using the same rules used in Algorithm 2, we applied these rules for the whole object based on the
centroid of the object and each imaginary centre point of element to specify the type of each element (northward
curve, x- axis ellipse, westward curve, westward curve, northward -east line, northward-east line, and y-axis
ellipse).

Step 4: As a result, from step 3, a vector consisting of a sequence of attributes (northward curve, x- axis easwardt
ellipse, westward curve, westward curve, northward-east line, northward-east line, and y-axis westward ellipse)
that describe the elements of the sketch is created depending on the sequence of attribute drawing.

The next subsection presents a detailed explanation of how each obstacle is resolved.
4.1 Imperfect Sketch

Imperfect sketch is a disjointed drawing — sketch with disjoint element(s) that is common due to human
behaviour. However, this natural vagueness and imprecision of sketches (Weinbrenner ef al., 2012). This reflect
the different skills of users concerning with the age of the drawer, the behaviours etc. (McManus et al., 2010).
From these definitions, we can recognize that drawings of the same sketch may appear as different types
depending on the skill of the participant as presented in Figure (12a). The Figure observes different types of
drawings of the same object. This problem can be solved by calculating the number of elements correlated with
the centroid object which represents the object unity. Figure 11b shows the incomplete sketch that is successfully
recognized by our method as a teapot because the numbers of elements connected with the centroid object are
the same attributes related to the teapot sketch despite drawing disjointed element as shown in Figure 12 b.

‘
S
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© &
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N

Figure 12. Example of Six teapot sketches (a) different types of drawing sketch teapot and (b) imperfect sketch

We noticed that each sketch related to the above six drawn sketches must contain seven attributes (northward
curve, x-axis eastward ellipse, westward curve, westward curve, northward-west line, northward-west line, and
y-axis westward ellipse), indicating the differences in drawn sketches.

4.2 Dimensional Scaling

Scaling can be defined as reducing or enlarging an object in comparison to the regular size (Scholz, 1986).
Another definition of scaling is the ratio of the length in a drawing (or model) to the length of the real thing
(Gansner et al., 2006). In previous studies, the problem of scaling has been solved in small dataset only by
calculating the angle of sketch and comparing them with the angles of an object in an image. However, this issue
is still unsolved in large datasets because a large dataset contains huge images that cannot be compared with
angles of sketch (Riemenschneider ef al., 2010; Cao et al., 2011). This problem has been solved in this study by
depending on non-dimensional concept rather than dimensional by calculating the elements that comprise the
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sketch and extracting the number of elements for each sketch, so that the sketch can be recognized in different
sizes depending on extracting the element composite of the sketch and retrieving the image property. To clarify
the ability of the proposed method to solve the scaling problem, we draw two teapots as shown in Figure 12 , we
can noticed that, Figure 13 (a) shows sketch of a small teapot and (b) shows the same object drawn but larger
size. The above mentioned successive steps of the proposal method are performed (1 to 4) on each sketch. A
vector of seven attributes (northward curve, x-axis ellipse, westward curve, westward curve, northward-west line,
northward-west line, and y-axis ellipse) is also created that describe each sketch as a teapot regardless of the size
(small or large) of the drawn sketch.

Current type Is: curve
Direction of curve: northward
Current type is: ellipse
Direction of ellipze is: x-ellipse
Current type is: curve

Current type is:curve
Direction of curve: westward
curve

Direction of curve: westward

Current type is: curve
Direction of curve: northward
Currert type is: ellipse
Direction of ellipse s x-ellipse
Current type is:curve

Current type s curve
Direction of curve: westward
curve

Direction of curve: wetward
curve

Current type is: line

Dwrection of line: northward line
Current type is: line
Direction of line: northward line

() (®)

Figure 13. Example of Scaling (a) small sketch, (b) large sketch

4.3 Dimensional Transform

The other essential issue in detecting the object for matching process is the object transform. Transform refers to
moving the object in the workplace domain based on the same size, shape and orientation (Parui and Mittal,
2015; Hooshmand et al., 2012). This phenomenon came from the different user behaviour in drawing the sketch
for search. To solve this problem in a sufficient way, the drawn sketch must ignore the positioning effect. For this
reason, the presented method considers only sketch element effect. On the other hand, the selected object in the
web images belonged to the metadata of the web, so it is not considered in the object position and it is concerned
with the object name only as shown in Figure 14

Currenttype is: curve
Direction of curve: northward
Currenttype is: elipse
Direction of eliipse is: x-elipse

Currenttype is: curve
Direction of curve: northward
Currenttype is: elipse

Ml Currenttypeis
Direction of ine: northward fine
Currenttype is: elipse

Currenttype is: elipse
Direction of elipse is: x-elipse

Direction of ellipse is: x-elipse

(a)

Figure 14. Example of Transpose (a) represent the location northward-west (b) sketch location southward-east

Figure 14 displays example of two teapots (a and b) drawn in the same area of drawing space. It is clarified that
both sk4.etches have the same vector of attributes (northward curve, x-axis ellipse, westward curve, westward
curve, northward-west line, northward-west line, and y-axis ellipse), and the result will be teapots despite the
different location of the drawn sketch in the sketch board space.

For each sketch entered in this system, this study has created a semantic space to save sketch attributes of
sketches common input sketches. The stored sketch samples in MySQL are applied in the form of Semantic
Space for sketch (M x N) matrix. The semantic spaces offer convenient methods to represent semantic relations
between words and concepts. To create the basic mapping function, the dimensions of the semantic space will be
identified by extracting shape elements as a matrix as introduced in table 1. The created matrix is then fed by a
row of queries from different kinds of users to cover all the possibilities of the user’s hand skills
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Table 1. Explain the templates related to two sketches, moon and pyramid

ID template Sketch Template Metadata
1 Circle Moon
2 westward line eastward line Pyramid.
3 westward line eastward line westward line eastward line Pyramid
4 westward line eastward line westward line westward line westward line eastward line Pyramid
5 westward line eastward line horizontal line eastward line Pyramid

5. Drawing Question Sketch Online

In this step, the method will be used for implementation. Where queries (drawings of a sketch by user) are
entered and the attributes of the drawn sketch are extracted to create a vector of words (attribute), this vector will
be compared with each template saved in mysql data base to match with suitable template in the database. This is
the first function of to finding the mean of the input sketch and is accomplished by implementing the following:

Step 1: input queries (new sketch)

Step2: perform algorithm (1 to 2) to extract the keyshape geometric elements of sketch and make it a vector of
words (attribute) as an input sketch.

Step3: match the template vector with all templates saved inMysql database.
Step 4: find the most similar template in the database.

Step 5: capture the metadata of the similar template with query template.

6. Semantic Matching

Semantic matching is a technique used in computer science to identify the information which is semantically
correlated (Chauhan et al., 2013), In this process the exact match retrieval techniques provide a basic token
matching capability in that only the documents that exactly match with the specified query can be retrieved
consisting of one word or several words, considered as an abstract unit, and applied to a family of words related
by meaning.

6.1 Similarity Matching

Matching is a technique used in computer science to identify the information that is a similarity correlated (Aziz
and Rafi, 2010). In this step, the exact match retrieval technique that provides a basic matching capability is the
document image metadata annotation that exactly matches the specified query that can be retrieved, consisting of
one or several words.

Many methods have been proposed to match the sketch with images in dataset by using the low-level features
process in order to make the image look like a sketch and match it with the sketch to be retrieved. This method has
a good result when dealing with a small or limited database and retrieved images offline, but is not suitable for
large database (Parui and Mittal, 2015; Bozas, 2012).

In this study, a new approach has been proposed to match the images with sketch in a high-level domain. That
means understanding and recognizing the sketch meaning by analysing the geometrical function of the sketch, in
order to return images based on that. In this step, it is important to mention that the matching was done using the
process is presented in two tasks as below:

1. Linear pattern Similarity matching: this matching is performed between the vector of word (template)
coming from users with database templates to find more vectors similar to it.

2. Matching with Google Engine: this matching is performed between the metadata captured from the (query)
and submitted by URL engrained to be matched with the metadata annotation in Google images.

Linear pattern Similarity matching. It is important to clarify that mathematical similarity approach (Cosine
similarity based on dot product) will be used to match the template of input vector with all templates saved
database and to get the metadata related to input query.

The linear pattern similarity matching is used for matching the template of elements that came from the query
with a template(s). Here, the cosine linear algorithm is used to measure the distance similarity between the
template (query) with each template saved in mysql of two vectors (query and template stored). This measure is
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obtained by using Equations 7 and 8 to find the similarity between the vectors elements of the query with the
vectors of template saved in the database under concept class. Cosine similarity based on dot product will
present the similar template by choosing the highest rank of the saved query vector content that is stored as a
string in the database.

sim (X ,Y)= X oY = > x,xy, @)

Y ey _ Z (x, xy,;) (8)
[ 1<l |l \/Z X7 \/Z v;

cos (X ,Y) =

Where (0) refers to the angle between two vectors and x;,x; are n-dimensional vectors. The resulting similarity
ranges from 0 (exactly opposite) to 1 (exactly the same). In-between values indicate intermediate similarity or
dissimilarity.

Algorithm 6 explains the sequence operation of similarity matching between the input query and the templates
saved, by calculating the dot product and finding the exact template depending on the highest cosine (0)
value.Once the similar template is found based on the query and the metadata of this query is captured, the
metadata is sent to URL Google images to retrieve the images related to the requested metadata.

Algorithm 6: Explains the sequence operation of similarity matching

Input: Query vector (drawn sketch)
Output: M

Variable i, Max, T: integer

begin

Read Query vector
Creat x where X is a vector contain the attribute of input Query

Max=0

for i=1ton // n: no.of templatein dictionary
Calculate dot product // using equation 4.7
T= cosin 6 // using equation 4.8
If T > Max then

Max =T

end if

end for

M= metadata

end begin

6.2 Semantic Matching Based - Annotation

It is important to mention that most of the traditional and common methods of image retrieval utilize some
method of adding metadata such as captioning, keywords, or descriptions of the images so that retrieval can be
performed over the annotation words. The dynamic progress in web images is used to generate new tools called
automatic annotations for image control and management (Pramitasari ef a/.,2009). Taking advantage of
automatic annotation in CBIR, the current approach functionally selects this method for retrieving sketch-based
images. Furthermore, steps such as matching, annotation of image description in natural language of the content
of the image in the Google engine repository and the conceptualizing the sketch semantically in a conceptual
semantic domain which represent the query state is performed. The process sends the sketch to the web to find a
similar expression in image annotation because each annotation includes a semantic description of each object in
the image. This feature represents the best and the newest matching semantically is dependent on semantic
conceptualization taken of the sketch with the semantic concept relevant to each image in the Google repository
depending on annotation, Algorithm 7 is applied to find relevant images returned according to the concept of the

query in web repository also Fig.8. Show examples of on the sketch Matching after achieved the concept of
sketch.
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Algorithm 7: Search by image annotation

Step 1: Input: users query ( concept)
Step 2: go search connection as URL connection to Google
URL and user Query;
Step 3: set go search Connection Properties as
Method = ‘send’;
User-Agent =" Google Chrome’;
Web sockets = search Connection. Open;
Step 4: Get an input stream from send concept to stream reader of search engine ;
While stream reader has imgurl do
Add current imgurl to imagurl_list;

Step 5: return imgurl-list;

7. Results and Discussion

The sketch is conceptualized and used to retrieve the images from the web, which is based on the image
automatic web annotation (Google images, flicker). Ten free hand sketches are used to retrieve the images from
the web. Our method is tested by using the first page contain 30 images appeared on the search of each sketch,
which are drawn on the sketch board online. The annotation features are used to acquire all the information,
which can be used as a matching tool for the query to create an ontological form representing the sketch concept.
The performance of the proposed method is illustrated in Fig. 15. The top five retrieved images for six input
sketches are shown. The precision is evaluated by recalling the corresponding images for each sketch after
retrieval. The sketch is conceptualized and a ranking score calculated for each image by precision@10 and
achieved rate within 0.87 to 0.99. Fig.16, shows the precision-recall graphic compared to BoF, Key shape-based
and Keyshape+BoF approaches (Saavedra, and Bustos, 2014). This evaluation shows that the performance of the
keyshape mining based proposal increases the retrieval effectiveness, which satisfy correctly identified images
True Positive (TP) for accuracy of retrieved images. This implies that all the images are retrieved. Moreover, the
sketch specification is easy for transforming into the general ontological concept in a way that reduces False
Negative (FN) images. To provide easy comparisons on a standard dataset and compute the recall which is
difficult for a large dataset, we tested our system by using the same sketch shapes belonging to (Eitz et al., 2011).
The Mean Average Precision (MAP) compared with the key shape base achieved (0.85639) where (keys-shape
+BOF) achieved (0.88722) (Saavedra, and Bustos, 2014), and our method of mining the keyshape achieved
(0.90422). Our proposed system not only performed accurately, but time is not a concern in retrieving depending
on the network connection speed.

User dissatisfaction appears from the simple geometrical shape (set of lines, circle, or ellipse) used to draw the
sketch. However, it is evident from the figure that when the shape elements become more complex the recall
becomes higher and the precision is reduced. This results in the usual response in terms of the appearance of
many unwanted images. However, the retrieved images are more specific.

The sketch board has a set of attributes with specific types. The nature of each attribute can be defined through
the sketch board edition. To create a new sketch board, the following types of attributes are activated to display
a plain hand draw type and a sketch category value from a range of predefined values of sketch elements. Edit
the category records by clicking on the corresponding cell on sketch board. Query uploads can display the
retrieved image path directly from the web and edits multi-category records on the sketch board.

28



mas.ccsenet.org Modern Applied Science Vol. 11, No. 3;2017

Figure 15. An example of SBIR using our proposal after retrieval images online. First column displays the
hand drawing a sketch (query) by sketch board mining, and the next five columns show the first five images
retrieval online in ( 3 Augest 2016)

Precision-Recall

1
0.95
g 0.9 M keyshap mining
-§ 0.85 o keyshap+BOF
I | keyshap
0.8
m BOF
0.75
0.7
0 01 02 03 04 OIS 06 07 08 09 1
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Figure 16. Precision and recall plot corresponding to the image for each sketch

8. Conclusion

This paper reports the sequence of process related to a sketch board mining. Mining represents the base of
incoming drawing for interpreting the shape elements according to the Basic geometric elements (line, circle...
etc.). They deal with conceptualized forms before the element is tied up with a spatial relationship to ensure the
dynamic state of the sketch as a mimic to user drawing. The process guides us to reach high conceptual levels
(semantic level) of the object to accomplish the specific annotation of the object based on ontology, which
represents the query. The annotation of query enables us to match the sketch concept with the specific meaning
of the web images (annotation) representing the highest level of retrieval accuracy. Global repository images are
retrieved through a semantic match of the user’s sketch query. A recall rate in the range of 0.1-0.8 and a precision
rate between 0.78-0.97 are achieved, the retrieval effectiveness achieving an MPA 0.90422. The advantage of our
innovative method is to draw the sketch in real time and take the possibilities of different users by determine the
different element of sketch depending on the measure distance between the center and the tangent of element
(which represent the threshold of the element drawing) that make us solve many problems like determining the
arc from the line drawing inaccurately and to determine the direction of concavity and convexity of the curve.
However, results need further improvement in terms of precision-recall to specify the retrieved images according
to conceptual based mining techniques. It is asserted that the present technique is able to exploit high-level
features to search the web efficiently and attractive for accurate image retrieval.
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