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Abstract 
In project management, the main purpose of proposed methods is project scheduling which helps to management 
and planning. We can calculate a real average of project closure in dynamic PERT networks by identifying a 
lower limit. According to randomness, each distribution parameter varies itself and also it is proposed that 
activity durations are exponential distributions which have casual, unstable and independent variables. We used 
hypothetic kinetic programming, that project closure time would have a lower limit. Finally, delivery time would 
obtain optimal due date by minimizing the expected aggregate cost per project and also a linear function of its 
due-date.  
Keywords: dynamic PERT networks, delivery time, mathematical modeling 
1. Introduction 
Chanas and Kamburowski introduced a Fuzzy logic approach for project management in 1970s. They used 
evaluation and review method which was based on fuzzy (Lachmayer & Afsari, 2012). In recent years, a 
project-based approach, has been developed with considering the organization's activities (Akbari et al, 2011). 
Ying et al. 2009, showed that in these situations, there are several projects simultaneously for employing 
resources and their share in the project.  
As it presented in (Lachmayer & Afsari, 2012), uncertainties and probabilities have become essential concepts of 
human life. With regard to this point that Probability theory is able to model uncertainties with random 
identification only, in other words, it cannot model indeterminacy of incomplete information. Project activities 
are along with the uncertainties that may cause many irregularity. On the other hand, some organizations have 
multiple projects, in addition to uncertainty in the duration of projects activities which may entre dynamically, 
consequently makes the planning process complicated (Abdelkader, 2004). Furthermore, dynamic PERT 
networks including additional stuff and activities during the projects are considered as dynamic environment 
which results in significant uncertainties (Yaghoubi et al, 2011). Therefore, project scheduling should be 
considered as one of the integral parts of project management, which can be described as all of the following: 
• Management – in organization activity is the act of getting people together to achieve desired objectives. 

Management comprises planning, organizing, staffing, leading or directing, and controlling an organization 
or effort for the purpose of accomplishing a goal.  

• Management process – is a process of planning and controlling the performance or execution of any type of 
activity. 

• Process – ongoing collection of activities, with inputs, outputs and the energy required to transform inputs 
to outputs. 

• Project – A temporary endeavor undertaken to create a unique product, service, or result 
So, a project manager should be able to handle various subjects such as cost management, scheduling, quality 
and resource management. Proper project staffing is critical, yet improperly allocating resources tops the list of 
most common project management mistakes. Project managers need full visibility into the skills and workloads 
of all of their resources, including consultants, contractors and outsourcers, who often get left out of skills 
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assessments even though they're doing a "huge" proportion of work. This issue was studied using the process 
approach, so that organization was considered as a probable processing network with multiple workstations. 
Abdelkader [1] has used moment methods for estimating project completion time based on Weibull project 
distribution time. Elmaghraby [7] stated the changes of the mean and variance related to the importance of 
standard deviation considered project completed time.  
Cohen et al [6] developed a new method for analyzing the completed project time with considering the time 
which expend for each activity. 
Most recently assigned to the deadline for submission of the dynamic PERT networks based on the assumption, 
be unlimited servers in each workstation and infinite capacity of Azaron et al system. [3] It should be noted that 
in this paper we study the generalized Azaron’s study for project allocation in dynamic PERT networks with 
multiple servers and unlimited capacity will be case by a Markov chain with a number of states bound and 
continuous-time (Azaron et al, 2008). In this paper, a real average of project closure in dynamic PERT networks 
are calculated by identifying a lower limit. For this purpose, a combined novel semi-Markovian processes and 
graph theory is developed.  
2. Project evaluation and review technique networks of Dynamic Markov  
By using dynamic Markov method, a project evaluation and review technique network is considered as a G 
function (G= (W, B)), where, W and B represent G nodes on activities. Then N is the number of effective social 
randomness and, (s1, s2, …, sN) represent the state vectors of system in each node l ∈ V, based on activities 
originating from node l.it is assumed that activity duration (l, j) ∈ A is stochastic parameter with ƛlj(s1, s2, …, 
sN), which is  the function of the state vector in node l. According Markov procedure, Social randomness 
developed over the time horizon. We considered following assumption:   
1. Ni stands for the Number of states of ith social randomness (variables order (ݏଵ௜ ଶ௜ݏ , ே௜ݏ ,… , ), and ௠ܲ௞௜  
represents the expectance of social randomness from state ݏ௠௜  to state ݏ௞௜ . 
2. Let ݐ௠௞௜  represent the transition time from state ݏ௠௜  to state ݏ௞௜ .  
Considering ݐ௠௜  as the staying time of ith social randomness in state  ݏ௠௜  , the density function or ݓ௠௜   would 
be as follow [15]: ݓ௠௜௜ (t)= ∑ ௠ܲ௞௜ே௞ୀଵ ௠݂௞௜ (t)                              (1) 

3. A Markov process is a stochastic process which satisfies the condition that the future 
depends only on the present and not on the past. It can be shown that a finite state irreducible Markov chain is 
ergodic if it has an aperiodic state. A model has the ergodic property if there's a finite number N such that any 
state can be reached from any other state in exactly N steps. 
4. Let ∅௠௞௜  demonstrate the conditional status, where ith social randomness input in state ݏ௞௜  at time t, given 
that it was in state ݏ௠௜  at time zero (Fatemi et al, 2003). 
How can a process that started by entering state  ݏ௠௜  at time zero be in state ݏ௞௜  at time t? One way is that, this 
is for ݏ௠௜  to ݏ௞௜  in order to be as the previous state, therefore the process doesn’t loose state ݏ௠௜  in the period 
(0,t). Any method to get from state ݏ௠௜  to state ݏ௞௜  in the interval (0,t) requires making at least one transition 
during that interval For example, the process could make its first transition from state ݏ௠௜  some state ݏ௞௜  at a 
time τ, 0<τ<t, and then, by some succession of transitions have made its way to state ݏ௞௜  at time t. These 
considerations lead us to Equation (2) for computing ∅௠௞  ௜  ∅௠௞௜ (t) = ߜ௠௞ ׬ ௠௜ஶ௧ݓ (τ) dτ + ∑ ௠݂ூ௜ேூୀଵ (τ) ∅ூ௞௜ (t-τ) dτ,    ߜ௠௞= ቄ 1    ݂݅ ݉ =  (2)       ݁ݏ݅ݓݎℎ݁ݐ݋   0݇

Certainly, we cannot directly calculate ∅௠௞௜  from Equation. (2), but since the second integral of Equation. (2) Is 
a convolution of two functions, we can easily calculate ∅௠௞௜ (t) by the Laplace transform. Let ௠݂௟௜ and ∅௠௞௜ (ݏ) (s) Is the Laplace transforms of ௠݂௟௜ and ∅௠௞௜ (ݐ) (t). ∅௠௞௜ (s) is given by Equation (3) (Azaron et al, 2008): ∅௠௞௜௖ (s) = ߜ௠௞  ∬ ݁ି௦௧ ௠௜ݓ (τ) dτdt + ∑ ெܲூ௜ ௠݂ூ௜ேூୀଵ (s) ∅ூ௞௜ (s)             (3) 

Markov process with finite state if (E,F) are PTC acceptable (Yaghoubi et al, 2011).  
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                 (4) 

Let P(t) represent the conditional status of parameter (l,j) (Kumanan et al, 2006), 

P(t) = M. e∆୲. Mିଵ. P(0)                            (5) 

That, 

݁∆௧ = ൥݁∝ଵ௧ ⋯ 0⋮ ⋱ ⋮0 ⋯ ݁∝ே௧൩                                (6) 

Let A (l) be the set of forward adjacent nodes of node l. According to the proposed algorithm, first calculate F(B) 
with use of Eq.5, Second, if F(B) >(K2/(K2+K3)) then t*= t(d) whatever F( t(d)) = (K2/(K2 ൅ K3))  else 
[16]: 
if F(B) <((K2-K1)/(K2+K3)) then t*= t(d) whatever F( t(d))= ((K2-K1)/(K2+K3)) and t*= B. 
3. Data Analysis 
The population studied in this research, Provision of study materials required for the production of concrete 
plants in Iran. Figure 1 shows of dynamic PERT network into a graph diagram. 

 
Figure 1. Dynamic PERT network 

 
Table 1 presents their values, and lower bonds are considered as:  ଵ݂ଵଵ (t) = ଵ݂ଶଵ (t) = ଶ݂ଵଵ (t) = ଶ݂ଶଵ (t) = ݁ି௧, t>0 ଵ݂ଵଶ (t) = 4݁ିସ௧, t ൐ 0 ଵ݂ଶଶ (t) = 2݁ିଶ௧, t ൐ 0 ଶ݂ଵଶ (t) = 3݁ିଷ௧, t ൐ 0 ଶ݂ଶଶ (t) = ݁ି௧, t ൐ 0 

 
Table 1. Parameters of the activity durations 

 
11 14 24 25 35 36 46 

(ଵଶݏ ,ଵଵݏ) 1 2 2 4 1 2 5 
(ଶଶݏ ,ଵଵݏ) 1 2 3 5 3 3 5 
(ଵଶݏ ,ଶଵݏ) 5 5 8 8 4 6 9 
(ଶଶݏ ,ଶଵݏ) 5 4 8 9 6 7 9 
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Table 2. ଵܸ(ݏ௠ଵଵ ௠ଶଶݏ , ) for i = 1,2, ݉௜= 1,2 and l= 1,2,3,4 
 ଵܸ ଶܸ ଷܸ ସܸ 
(ଵଶݏ ,ଵଵݏ) 1.86 1.281 1.179 0.28
(ଶଶݏ ,ଵଵݏ) 1.3 0.698 0.427 0.158
(ଵଶݏ ,ଶଵݏ) 0.912 0.618 0.459 0.132
(ଶଶݏ ,ଶଵݏ) 0.612 0.379 0.254 0.09

 
In this study, computational results for proposed method are presented in table 3. Based on these results, It was 
concluded from results that the maximum percentage difference is about  13%. So, it indicates that, in this 
dynamic PERT networks case study, approximation of proposed method is near to lower bound for the true mean 
project completion time. 
 
Table 3. Computational results 

Number of nodes Number of activities Maximum in-degree Percentage difference 
3 4 2 5.71 
6 8 2 9.98 
8 11 2 8.59 
9 13 3 10.53 

10 17 4 12.27 
 ∅ଵଵଵ (t) = 0.27+ 0.68 eିଵ.ଶ୲, ∅ଵଶଵ  = 1- ∅ଵଵଵ (t) ∅ଶଵଵ (t) = 0.27+ 0.32 eିଵ.ଶ୲, ∅ଶଶଵ  = 1- ∅ଶଵଵ (t) ∅ଵଵଶ (t) = 0.39+ 0.76 eି଴.ଽଵ୲ െ  0.07eିଶ.଻଼୲, ∅ଵଵଶ  = 1- ∅ଵଵଶ (t) ∅ଶଵଶ (t) = 0.39+ 0.08 eି଴.ଽଵ୲ െ  0.27eିଶ.଻଼୲, ∅ଶଶଶ  = 1- ∅ଶଵଶ (t) 

Figure 2 shown that Rate of Markov Chain with all PTC acceptable for this problem: 

 
Figure 2. Rate of Markov Chain with continuous-time 

 
Accordingly,  ߛ௔= (௠ೌ ఓೌ ି ƛ).  ௠ೌ ఓೌ   ƛ                               (7) 

௔ᇱߛ  = ௠ೌ ఓೌ   ௠ೌିଵ                                   (8) 

Based on data extracted from the statistical community: ƛ=4, μ1=2, μ2=2, μ3=11, μ4=3, μ5=3.5, μ6=4, m1=3, 
m2=1, m3=∞, m4=2, m5=6, m6=3, B=1.1, K1=11, K2=33, K3=10. 
Therefore, 
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Table 4. Q(u) Matrix 

 
 
After solving the differential equation with use of Eq.5, Cumulative function of project completion time is 
follow:  
F(t) = 5.321 ݁ିଶ଻௧  – 17.136 ݁ି଺௧  – 0.92 ݁ିସସ௧  – 3.1 ݁ିଽ௧  + 0.829݁ିଶସ௧  + 1.9݁ିଷଷ௧  – 2.714 ݁ି௧  – 
2.198݁ିଶ଻௧ + 2.323 ݁ିଵ଴௧ – 0.004 ݁ିଵଽ௧ + 0.34 ݁ିଵଶ௧ + 48.617 ݁ିହ௧ + 1.1 ݁ିହ௧ + 2.865 ݁ି଼௧ – 0.002 ݁ିଷଷ௧ – 16.987 ݁ିଶଽ௧ + 1 
Based on algorithm:  
F(B)= 0.311 <((K2-K1)/(K2+K3))= 0.517 then t*= 1.8 (F(1.8)=0.517) 
That Due Date Assignment for Delivery Time for each project is Lag Project plus 1.8 year.  
4. Conclusion 
This study argued about analytical approximation of distribution function of project and mean project 
completion time. A chance-constrained programming developed by Charnes et al.[4]. Based on results, they have 
assumed exponential activity durations. Analytical procedure for PERT networks using continuous-time Markov 
chains with independent and exponentially distributed activity durations developed by Kulkarni and Adlakha[11]. 
Hardie [10] has used Markov chain to activity durations that were not independent.  
Based on results of estimate the project completed time, Fatemi et al [8] presented a structural mechanism with 
combined Seri and parallel mechanism. Schmit and Grossmann [18] developed a new technique for computing 
the project exact time project and defined over a finite interval while action time duration applied a term density 
function which combined Dirac delta functions with  piecewise polynomial segments. Evaluating time of 
project putting into to relate project time and every possible PERT-path were introduced by Pontrandolfo[17]. 
In this paper, to estimate a dynamic method to procedure length maximum to accomplished the process of the 
dynamic Markov PERT network node, we have designed a procedure according to combined semi-Markovian 
processes and graph theory. Based on required time for finishing project, a lower bound is specified according its 
length.  
In order to obtain a fixed time project delivery deadlines in dynamic PERT networks with multiple servers, the 
network may become a network queue, creating a suitable Markov models with finite state and continuous time 
then, differential equation system could be established and finally support the completed time project of 
distribution function. With appraising the completed time project of distribution function of dynamic PERT 
networks, or a start to develop some analysis it can be estimate less limitations as for the project scheduling. 
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