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Abstract

We propose a new method for detecting the abnormality in cerebral tissues present within Magnetic Resonance Images (MRI). Present classifier is comprised of cerebral tissue extraction, image division into angular and distance span vectors, acquisition of four features for each portion and classification to ascertain the abnormality location. The threshold value and region of interest are discerned using operator input and Otsu algorithm. Novel brain slices image division is introduced via angular and distance span vectors of sizes 24˚ with 15 pixels. Rotation invariance of the angular span vector is determined. An automatic image categorization into normal and abnormal brain tissues is performed using Support Vector Machine (SVM). Standard Deviation, Mean, Energy and Entropy are extorted using the histogram approach for each merger space. These features are found to be higher in occurrence in the tumor region than the non-tumor one. MRI scans of the five brains with 60 slices from each are utilized for testing the proposed method’s authenticity. These brain images (230 slices as normal and 70 abnormal) are accessed from the Internet Brain Segmentation Repository (IBSR) dataset. 60% images for training and 40% for testing phase are used. Average classification accuracy as much as 98.02% (training) and 98.19% (testing) are achieved.
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1. Introduction

Lately, MRI is employed in diverse medical fields, including heart diseases, cancer research and brain diseases (El-Dahshan et al., 2009). It creates high-quality two or three dimensional images of an object to accurately visualize and detect the brain tumors.

Furthermore, the images provide valuable and detailed information regarding normal and abnormal tissues. Brain tumor being the most common and deadly brain diseases can affect and devastate many lives. According to International Agency for Research on Cancer (IARC) report, over 126000 people having brain tumor are diagnosed worldwide per year with more than 97000 mortality rate (Al-Tamimi & Sulong, 2014b; Ferlay et al., 2010). At present, MRI is the most common test for diagnosing and confirming the presence of brain tumor. It identifies the tumor location for recommended specialist treatment options (Horská & Barker 2010; Al-Tamimi & Sulong, 2014b; Al-Tamimi & Sulong, 2014a).

The diagnostic flaws needs considerable reduction through precise diagnosis and detection of the brain abnormality related to the type, size and effected area to aid appropriate treatment planning. Computer Aided Diagnosis (CAD) systems are introduced to enhance the diagnostic accuracies (Roy et al., 2013; Al-Tamimi & Sulong, 2014b; Al-Tamimi & Sulong, 2014a). In fact, provides CAD output of the computer system second opinion to help the radiologists image interpretations by considerably reducing the image reading time. These computer based auto detection systems often help in improve the accuracy of radiation analyses (Selvanayaki & Karnan, 2010).

In the medical field, image processing and analysis is of great significance, particularly in noninvasive treatment and clinical study (Spisz & Bankman, 2000). Medical image processing emerged as one of important and
reliable methods in identifying and diagnosing different tissues disorders and abnormalities. Imaging diagnostics assist the doctors/radiologists to visualize, analyze and understand the nature of abnormalities in internal organ structures for specific diagnosis and treatment (Veloz et al., 2011). MRI possessing notable advantages of non-invasiveness and soft tissue contrast remains one of the widely-used techniques for brain imaging (Gang et al., 2013; Sikka et al., 2009).

Undoubtedly, the brain being the command centre is the key organ responsible for controlling diverse functions related to body movement, blood flow, cardiac activities, temperature of the body, emotional behaviour, learning and memorization, to cite a few. Despite intensive research, the classification of MRI data in terms of normal and abnormal brain tissues for performing fast and accurate diagnostics remains challenging. Segmentation of brain for abnormality detection in slice image is the most a daunting task due to its complex anatomy and problems inherent to the nature of the image. The heterogeneous and diffuse manifestation of pathology in medical images often prohibits the employment of computational methods. Furthermore, all imaging modalities carry limitations and artifacts which must be addressed and solved by segmentation methods. In this study the brain images are selected for the image reference as the injuries or abnormalities which can affect the large part of an organ.

Formerly, different methods used to classify the MRI data are divided into two categories. First one includes the supervised learning techniques such as SVM (Salankar & Bora, 2014), Artificial Neural Network (ANN) (Joshi et al., 2010; Ibrahim et al., 2013) and K-Nearest Neighbor (KNN) (Al-Badarneh et al., 2012; Rajini & Bhavani, 2011; Badran et al., 2010). The other one containing unsupervised learning methods as Self-Organizing Map (SOM) (Goswami & Bhaiya, 2013), k-means Clustering (Deepak et al., 2013), Statistical Images and Analysis (SIA) (Technologies, 2014) are mainly used for data clustering.

We use SVM to classify MR images based on normal and abnormal brain tissues. The proposed new method combines four steps such as extraction of the cerebral tissues, their classification into angular and distance spans, determination of four features for each portion and identification of the abnormality location. A Brain slice image division using angular and distance span is introduced by moving one portion of the vector entries clockwise. Rotation invariance of the angular span vectors of the sizes 24˚ and 15 pixels is applied. The results are analysed, compared and understood.

2. Brain Anatomy

The human brain is the command centre that controls all body parts and allows in adapting varying environmental conditions. The brain as displayed in Figure 1 is composed of two types of tissues called Gray Matter (GM) and White Matter (WM). GM consists of neuronal and glial cells often termed as neuroglia or glia which controls brain activity. The basal nuclei called GM nuclei are located deep within the WM. The basal nuclei contain caudate nucleus, putamen, pallidum and claustrum. WM fibers consist of elinated axons which connect the cerebral cortex to other parts of the brain. The left and the right hemispheres of the brain are connected by the corpus callosum, which is a thick band of WM fibres (Noback et al., 2005; Al-Tamimi & Sulong, 2014b).

![Figure 1. Grey Matter and White Matter Tissues (Nolte, 2013)](image)

The Cerebrospinal Fluid (CSF) in the brain as shown in Figure 2 is comprised of enzymes, glucose, salts and white blood cells. Cerebrospinal fluid circulates through ventricles around the brain and the spinal cord to protect from injuries. Another type of tissues called meninges that present in form of membrane to cover the brain and spinal cord (Noback et al., 2005; Al-Tamimi & Sulong, 2014b).
Figure 2. Normal circulation of CSF in the brain (Nolte 2013)

Figure 3 illustrates the brain anatomy which consists of brain stem and cerebrum. The cerebrum inhibits the largest part of the brain and responsible for the movement, conscious thoughts and sensations. The cerebrum is divided into left and the right hemispheres. Each cerebrum hemisphere controls the opposite side of the body and each half is further partitioned into four parts including frontal, temporal, parietal and occipital lobes. The cerebellum being the second largest structure of the brain is connected to the controlling motor functions of the body, such as balance, walking, posture and the general motor coordination. It is located at the rear side of the brain and attached to the brain stems. Both, cerebrum and cerebellum possess ultra-thin outer cortex of gray matter, internal white matter and small but deeply situated masses of the gray matter. The spinal cord is joined to the brainstem and positioned towards the brain bottom. The brainstem controls various fundamental functions such as motor, sensory pathways, cardiac, repository and reflexes. It is divided into the midbrain, pons and medulla oblongata membrane (Noback et al., 2005; Al-Tamimi & Sulong, 2014b).

3. Related Work

Radiologists analyze the MR images by visual inspection to detect and determine if a tumor or abnormal tissue. The huge number of such images makes this visual interpretation process expensive and often erroneous. Furthermore, the sensitivity of the human eye and brain to elucidate such images reduces with the increase of number of cases, especially when only a small number of slices contain information of the affected area. Therefore, an automated system for analysis and classification MR images is essential.

Practically, MR images include both normal and defective slices. Firstly, these defective or abnormal slices are detected and separated from the normal slices. Secondly, these abnormal slices are further examined to identify the exact nature and location of tumors. Following slice segmentation with fuzzy c-means (FCM) algorithm, Clarke et al., (Clark et al., 1994) identified the abnormality in MR images. Antonie (Antonie, 2008) introduced a method for automated segmentation and categorization of brain MR images using SVM classifier. The normal and abnormal slices are identified based on statistical features. However, recent investigations in data classification reveal that Least Squares Support Vector Machines (LS-SVMs) approach is highly capable of providing higher sorting accuracy compared to existing algorithms (Cawley & Talbot, 2004; Improved et al., 2005).

The likelihood of detecting a premature dementia without using rigid registration of MRI is established (Klein et al., 2010). Based on the dissimilarity matrix, a k-nearest neighbors (k-NN) classifier is developed. The efficiency and performance of the classifier are tested in a leave-one-out experiment on 58 images. This method achieves
an efficiency of 81%. Hybrid techniques consisting of three steps including feature extraction via Discrete Wavelet Transform (DWT), reduce the dimensions size by Principal Component Analysis (PCA) and classification of the outputs using two classifiers are proposed (El-Dahshan et al., 2010). The classifiers are based on ANN and k-NN. The dataset comprised of T2-weighted, axial dimension, 256×256 pixels, image size 70 (with 10 normal and 60 abnormal) are employed. Remarkably, the number of extracted features is reduced from 1024 to seven using PCA. Accuracy as much as 97% and 98% are achieved from DWT+PCA+ANN and DWT+PCA+k-NN, respectively.

In the past, MR brain images are classified using ANN and SVM method (Chaplot et al., 2006). The pre-processing phase involving DWT is used as input for Neural Network (NN) and SVM. The dataset consisting of T2-weighted, axial, 256×256 pixels MRI, images size 52 with 46 for abnormal (marked by Alzheimer’s disease) and 6 for normal are applied, where 4761 features are extracted. The achieved accuracy of the classifier DWT+SOM is 94%, DWT+SVM with linear kernel is 96.15%, DWT+SVM with polynomial kernel is 98.00% and DWT+SVM with radial basis function based kernel is 98.00%. An automatic classification of MR images for normal or abnormal tissues is proposed (Ariffanan & Basri, 2008). This classifier follows two steps such as feature extraction by PCA and classification by the neuro fuzzy. Using an input dataset of size 35 (with 20 as training set and 15 as testing set) the accuracy of 93.33% is achieved.

4. Methodology

Our proposed method comprised of four steps, including the extraction of cerebral tissues, division of cerebral tissues into angular and distance span, attainment of four features for each portion and finally the use of classification to detect the abnormality location. Figure 4 represents the flowchart of the proposed method. The slice image of MR representations is used to extract the brain tissues from non-brain one by skull stripping. Threshold value is automatically selected via Otsu’s algorithm (Otsu, 1979). Following angular and distance span, new brain slice image division is introduced. The divided brain MR images are employed as input in the feature extraction algorithm. Four statistical features are calculated for each merger space. The features pattern vectors obtained from the divided images are utilized as input of SVM classifier. Five brain MR images with each image containing 60 slices are used for testing and validation. Total of 230 slices are considered as normal brain images and rest 70 slices are taken as abnormal brain images. Sixty percent MR brain slice images are utilized for the training phase and remaining 40% are used for the testing phase.

Figure 4. Flowchart of the proposed method.
4.1 Skull Stripping

Skull stripping is one of the significant phases in neurology, where brain tissues are extracted from non-brain tissues within MR images. Several skull stripping methods are developed in the past (Zhang et al., 2011; Sadananthan et al., 2010; Ségonne et al., 2004). Skull stripping algorithms are generally categorized into four groups based on morphological, deformable surface, atlas and hybrid nature (Ségonne et al., 2004). In usual practice the skull stripping is performed using threshold intensity (Ségonne et al., 2004; Sadananthan et al., 2010).

The proposed skull stripping method consisting of three steps is shown in Figure 5. Firstly, the image binarization is performed using threshold value via Otsu’s automatic selection algorithm. Secondly, the largest connected portion of the binarized image is chosen, assuming skull as one of the major parts surrounding the head. Thirdly, the skull stripped brain image is obtained after extracting the cerebral tissues.

![Figure 5. Steps of skull stripping.](image)

4.1.1 Binarization

Image binarization is the simplest method for image segmentation that transforms an image gray level into two values only. Selection of optimum threshold value “K” ensures the separation of MR image into the background (formed by the very low intensity pixels as part of CSF) and foreground (includes the GM and WM of the brain) tissues as shown in Figure 6.

![Figure 6. Components of the brain. (a) MRI Slice, (b) segmented CSF, (c) segmented GM and (d) segmented WM (Chuang et al., 2012).](image)

Otsu's method (Otsu, 1979) is employed to obtain cluster-based image threshold value by transforming a gray level image into binary image. It is further assumed that the image comprises of two types of pixels, or bi-model histogram such as the background and the foreground. The optimum threshold values for these two types of pixels are calculated separately to minimize their combined spread (intra-class variance). Multi-level threshold is achieved by extending Otsu’s algorithm. The threshold value is carefully selected by reducing the intra-class
variance (Chen, 2004) which is defined as the weighted sum of variances of two classes (Otsu 1979):

$$\sigma^2(t) = \omega_1(t)\sigma_1^2(t) + \omega_2(t)\sigma_2^2(t)$$

\[(1)\]

where \(\omega_1\) and \(\omega_2\) are the probabilities of the two classes separated by a threshold \(t\) and \(\sigma_1^2\) and \(\sigma_2^2\) are their variances.

Otsu’s demonstrated that the process of intra-class variance minimization is equivalent to inter-class variance maximization (Otsu, 1979):

$$\sigma_1^2(t) = \sigma^2 - \sigma_0^2(t) = \omega_1(t)\omega_2(t)[\mu_1(t) - \mu_2(t)]^2$$

\[(2)\]

Where \(\omega_1\) class probabilities and \(\mu_1\) are their Mean values. The class probability \(\omega_1(t)\) is evaluated from the histogram using the expression,

$$\omega_1(t) = \sum_{i} p(i)$$

\[(3)\]

The class Mean \(\mu_1(t)\) is calculated from,

$$\mu_1(t) = \frac{\sum_{i} p(i)x(i)}{\omega_1}$$

\[(4)\]

Where \(x(i)\) is the value of the centre \(i\) of the histogram bin and \(\omega_2(t)\) and \(\mu_2\) on the right-hand side of the histogram can compute for bins larger than \(t\). The class probabilities and Means are calculated iteratively using the algorithm.

4.1.2 Largest Connected Component

Binarization on brain MR images classifies it into the background and foreground with the foreground into a number of connected components. The component with large area is considered as displayed in Figure 7 with the assumption that the skull is the principal connected structure surrounding the head.

4.1.3 Extracting Cerebral Tissues (Masking)

The earlier steps contribute to obtain the binary mask for head MRI scan. The cerebral tissues are extracted by performing bitwise operations between the original head MRI scans with the binary mask Figure 7. In this step, the background noise and other non-brain artifacts are removed.

![Figure 7. Extraction phase with (a), (b), (c) and (d) as the original MR images. Here (e), (f), (g) and (h) are the corresponding cerebral tissues of MR brain images achieved using the proposed method.](image)

4.2 Gravity Center Point

The first step in extracting the features of input brain MR slice images is the calculation of the gravity center point on image enabling the proposed method as translational invariant. The Center Of Gravity (COG) method is employed to determine the image features. The coordinates for COG of an MR image \((x_c, y_c)\) is determined using,
(x_c, y_c) = (∑∑ x_i y_j I[i,j] / ∑∑ I[i,j])

Where i is a brain MRI skull stripped slice image of dimension m x n and x_c and y_c are the x and y coordinates of the brain COG.

4.3 MRI Slice Image Division

First two features Figure 7 being very useful for tumor recognition is used to prune the search space during MR image slice determination through the distance and angular span merging division. Subsequently, the rotation invariance of the angular span vector is determined by moving a part of vector entries clockwise. The angular and distance span vectors of sizes 24° with 15 pixels are used. Figure 8 illustrates the angular and distance span vectors.

Figure 8. (a) Cerebral tissues of the brain, (b) Angular span, (c) Distance span and (d) Division of brain MR slice image using these spans.

4.4 Feature Extraction

Comparisons are made using different authentic feature extraction methods. They are operated on each division following angular and distance span. The merger between them is applied on the slice image. For each merger space, four statistical features are calculated. Four texture measures are determined from the distributed skull stripped brain slice image assuming that there is no correlation with the neighboring pixel. The texture analysis is performed using intensity value concentrations in the whole or a part of an image represented by a histogram. Histogram approach is followed to extract features including Standard Deviation, Mean, average Energy and Entropy (Jahne, 2005). The histogram intensity levels are simply the summary of the statistical information of the image and particular pixel determining the gray-level. Therefore, the histogram carries the first-order statistical data related to the division space for images. These features are mathematically defined below.

4.4.1 Mean

It is an average value which measures the general brightness of an image,

Mean (μ) = ∑∑ f(x,y) / MxN

(6)

4.4.2 Standard Deviation

It is the measure of the amount of variation or dispersion from the average value. A low value indicates that the data points tend to be very close to the Mean, and a high one implies their spread out over a large range of values. It is expressed as,

Standard Deviation (σ) = √(1 / MxN) ∑∑ (f(x,y) - μ)²

(7)

4.4.3 Energy

It returns the sum of squared elements of gray level values of all pixels in the image. It is equal to 1 for constant image and given by,

Energy (e) = 1 / MN ∑∑ f²(x,y)

(8)
4.4.4 Entropy

It is the measure of non-uniformity in the image based on the probability of the gray level values of all pixels and is defined as,

\[
\text{Entropy} = \frac{1}{MN} \sum_{x=1}^{M} \sum_{y=1}^{N} I(x,y)(-\ln I(x,y))
\]

(9)

5. Abnormality Detection and Classification Via SVM

SVM algorithm was introduced by Vapnik and Lerner (Vapnik, 1963) in 1963 and later on extended as Generalized Portrait algorithm by Vapnik and Chervonenkis (Vapnik & Chervonenkis, 1964). This algorithm is based on the framework of statistical learning theory and termed as VC theory. It increases the generalization capability of learning machines to unseen data (Smola & Schölkopf, 2004; Vapnik, 2000). In the past, SVM have provided excellent performance in different real-world applications including hand written digit recognition (Sch et al., 1997), object recognition (Pontil & Verri, 1998), speaker identification (Wan et al., 2000), face detection in images (Osuna et al., 1997) and text categorization (Thorsten, 1999), to cite a few. This classification scheme is based on kernel methods (Bernhard & Smola 2002; Hastie et al., 2009; Cristianini & Shawe-Taylor 2000; Zhang et al., 2009).

In contrast to linear classification techniques, the kernel methods draw the original parameter vectors to a higher (possibly infinite) dimensional feature space via nonlinear kernel function. Here, the dot-products can efficiently be determined in higher dimensional space without computing the nonlinear mapping explicitly. The striking features that make SVM very attractive are the nonlinearly separable classes in which the original space can be linearly separated in the high dimensional feature space. Thus, SVM is able to solve complex nonlinear classification problems. Important characteristics of SVM lie in its ability to resolve classification problems using convex Quadratic Programming (QP) and the sparseness results from them. The learning is based on the principle of structural risk minimization. SVM tends to reduce the bound on the generalization error (error caused by learning machine on the test data which is not used for training) rather than minimizing the objective function which is based on the training samples (such as mean square error). Consequently, SVM performs well for the data outside the training set and enables the advantage of focusing on the training examples that is most difficult to categorize. These “borderline” training examples are called Support Vectors (SV).

Suykens has introduced Least Squares SVM (LS-SVM) (Suykens & Vandewalle, 1999; Van Gestel et al., 2002) using the notion of Vapnik’s SVM algorithm where the least squares term is inserted in the cost function. The variant circumvents is required to solve the complex QP problems consisting of a set of linear equations. This significantly reduces the problem complexity and makes the computation process efficient.

The hyper-planes in SVM technique define the decision boundaries by separating the data points of different types of pixels. SVM not only performs simple and linear classification, but also complex problems including non-linear one. Separable and non-separable problems are tackled according to their linear and nonlinear nature. The key concept of SVM is to plot the original data points from the input space to a higher or even infinite dimensional feature space to simplify the classification problem.

A training dataset \((x_i, y_i)^N\) with \(x_i \in \mathbb{R}^4\), where \(x_i\) is the four input feature vector and \(y_i \in \{-1,1\}\) represents the class labels of normal space and tumor brain space is considered. SVM’s mapping from the four-dimensional input vector \((x)\) space to the four-dimensional feature space is performed. The non-linear function is defined as \(\varphi: \mathbb{R}^4 \rightarrow \mathbb{R}^4\). Thus, the separated hyper-plane in the feature space is expressed as \(w^T \varphi(x) + b = 0\), where \(b \in \mathbb{R}\) and \(w\) is an unknown vector having the same dimension as \(\varphi(x)\). The data point \(x\) is allocated to the first class if \(f(x) = \text{sign}(w^T \varphi(x) + b = 0)\) equals to +1 or to the second class if \(f(x)\) equals −1.

The hyper-plane can be defined in different ways for linearly separable data. However, SVM depends on the maximum margin principle where the hyper-plane can be constructed with utmost distance between the two different types of pixels. Classification in SVM is initiated following the relations,

\[
\begin{align*}
    w^T \varphi(x_i) + b &\geq +1 & \text{for } y_i = +1 \\
    w^T \varphi(x_i) + b &\leq -1 & \text{for } y_i = -1
\end{align*}
\]

(10) (11)

This is equivalent to,

\[
y_i(w^T \varphi(x_i) + b) + 1
\]

(12)

Therefore, the classifier can be written as,
\[ f(X) = \text{sign}(w^T \varphi(x) + b) \]  

Figure 9 illustrates the SVM classification using a hyper-plane, where the separating margin between the two types of pixels is minimized using data points denoted by X and O. Here, the support vectors belong to the training set and reside on the hyper-planes boundary separating two classes.

6. Results and Discussion

6.1 Dataset

The proposed method is tested for the standard dataset called Internet Brain Segmentation Repository (IBSR) which is accessible at the Center for Morphometric Analysis, Massachusetts General Hospital (USA) as shown in (Figure 10) (NITRC, 2011). This being the most popular MRI segmentation database is extensively used in several studies (Gang et al., 2013; Ji et al., 2012; Balafar 2012; Eggert et al., 2012; Yousefi et al., 2012; Zhang et al., 2012; Iglesias et al., 2011; Hwang et al., 2011; Balafar et al., 2011; Rousseau et al., 2011; Somasundaram & Kalaiselvi 2011; Alia et al., 2011; Ortiz et al., 2011; Tian et al., 2011; Bourouis & Hamrouni, 2010; Sikka et al., 2009). The dataset (created in 1999) consists of 300 sliced MR images with 8-bit gray scale images of (256×256) pixels. It contains multiple scans of a patient’s tumor images and outlines which is acquired roughly in every six month intervals over a period of two and half years. Each series is stored in 60 slice image after conducting manual diagnosis and execution by well-trained experts (NITRC, 2011).

6.2 Feature Extraction

SVM technique determines the abnormality in the training step, where the selection of feature is regarded as an important step (Abe, 2010). There exist 364 (91 portion×4 features) values of extracted features for each slice.
image. Therefore, for every 3D MR image a total of 21840 (364 features × 60 slice) features value are classified using SVM method. The classification stage composed of training and testing phase. The feature vectors are comprised of approximate coefficients which are extracted from MR brain images and used as inputs for SVM. Besides, the distribution of these features is analyzed using three dimensional plots in which z-axis represents the normalized feature values while x and y-axis characterizes the angular and distance span, respectively.

The distribution of the Mean of the divided slice images as displayed in Figure 11 exhibits the spreading of average values over the whole image with comparatively higher Mean in the tumor region than others. The results provide a clear indication concerning the Mean value of the non-tumor region. The value of Mean for tumor is observed to be about 160.

![Figure 11. Distribution of Mean in MR slice image.](image1)

The Standard Deviation as shown in Figure 12 reveal comparatively higher values in the tumor region than the non-tumor zone. Clearly, the values of Standard Deviation are not distributed over the entire image as in the case of Mean. The approximate value of the Standard Deviation in the tumor space is found to be greater than 70.

![Figure 12. Distribution of Standard Deviation in MR slice image.](image2)

Figure 13 depicts the brain slice image Entropy distribution. They are distributed over the entire image with relatively higher occurrence in the tumor space than the non-tumor one. The Entropy value of the tumour space is discerned to be more than 500.

![Figure 13. Distribution of Entropy in MR slice image.](image3)
Figure 13. Distribution of Entropy in MR slice image.

Figure 14 showing the Energy distribution in the tumor space is found to be comparatively higher than the non-tumor one. Energy values are determined to be lower than 10.000 for the non-tumor space.

Figure 14. Distribution of Energy in MR slice image.

The generalized representations of the results are shown in Figure 15. The analysis is performed from the manual detection of tumor in MR slice image based on the relation between the Mean, Energy and Entropy. The brown color signifies the tumor space and blue one the non-tumor zone.
Figure 15. Relation among Mean, Energy and Entropy in MR slice image.

Figure 16 displays the overall comparison of Mean, Energy and Standard Deviation in the slice MR image. The values of Standard Deviation are observed to be distributed over the whole image. Furthermore, the Energy and the Mean values are found to reduce with the decrease of Standard Deviation for both tumor and non-tumor regions. The brown color symbolizes the tumor space and blue color for the non-tumor one.

Figure 16. Relation between Mean, Energy and Standard Deviation in MR slice image.

Practically, 180 slice images are used for training, and rest 120 for testing phase, from all the 300 slice images, 70 are abnormal and 230 is the normal one.

6.3 Classification Results

IBM SPSS Modeler Clementine 12.0 is used for classification (Khabaza & Shearer, 1995; Ansheng, 2011). This being one of the influential, adaptable data and text analytical work-bench renders accurate predictive models quickly and intuitively, without programming. The data mining process can easily be visualized using this modeler's intuitive graphical interface. Firstly, the program is designed to model the classifier problem. Figure 17 displays the creation of model stream for SVM classification.
Experiments are executed on MR images to verify the efficiency and robustness of the present classifier with the utilization of training and test data sets. The simulations are performed on a DELL PC Pentium with 3.4 GHz processor and 16 GB RAM. The acquired features from MR images formed the input of SVM classifier. The formulation is carried out to ensure the adaptability and generalization of the classifiers. The first training set is found to be more biased towards the abnormal class. However, the second set having equal numbers of samples from both classes is used to achieve unbiased classifier training. Classification results obtained from with three MR images for training and two MR images for testing phases are listed in Table 1. We achieved an excellent average classification accuracy of 98.02% for training and 98.19% for testing.

Table 1. SVM classifier performance.

<table>
<thead>
<tr>
<th>IBSR Image Number</th>
<th>Training Accuracy</th>
<th>Testing Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>536_32</td>
<td>98.9%</td>
<td>99.05%</td>
</tr>
<tr>
<td>536_45</td>
<td>98.2%</td>
<td>98.49%</td>
</tr>
<tr>
<td>536_47</td>
<td>97%</td>
<td>97.67%</td>
</tr>
<tr>
<td>536_68</td>
<td>98.45%</td>
<td>98.26%</td>
</tr>
<tr>
<td>536_88</td>
<td>97.57%</td>
<td>97.48%</td>
</tr>
</tbody>
</table>

7. Conclusion

A computer based technique using SVM classifiers is developed for automatic sorting of MR image slices corresponding to normal or abnormal cerebral tissues. The performances of the classifiers are analyzed in terms of statistical measures such as sensitivity, specificity and classification accuracy. The method consists of four steps such as cerebral tissue extraction, division, features categorization and classification. Threshold value and region of interest are determined using operator input and Otsu’s algorithm. New brain slices image division through angular and distance span vectors are introduced. Following a histogram approach, the values of Standard Deviation, Mean, average Energy and Entropy are calculated for each merger space and compared with existing methods. Sixty slice images of the brain are from IBSR dataset are used. The proposed method achieves a value of average classification accuracy as much as 98.02% for training and 98.19% for testing. It is demonstrated that the new approach provides relatively higher performance than existing methods. Excellent features of the results suggest that the proposed technique can potentially be applied for medical image classification. Furthermore, it may contribute towards the development of computer aided intelligent health care systems. This automated analyses system can further be extended for the image classification with different pathological condition, types and disease status.
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