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Abstract 

The water wave soliton is a result of a dynamic balance between dispersion and nonlinear effects. It brings 
together many branches of mathematics, some of which touch on deep ideas. The Korteweg-de Vries equation is 
typical of all model equations of nonlinear waves in the soliton phenomena. Four explicit difference schemes are 
used in order to approximate the Korteweg-de Vries equation, namely; (a) a First order upwind scheme, (b) the 
Zabusky-Kruskal scheme, (c) the Lax-Wendroff scheme, and (d) the Walkley scheme. Our main interest was to 
analyse which explicit scheme among the four performs well when implemented to the KdV equation to produce 
the best soliton solution. Hence, reviewing and considering existing schemes. Three sets of initial data are used 
to explore the numerical approximations. Two, including the data proposed by Zabusky and Kruskal, involve a 
single soliton wave, whilst the other involves the separation into two solitons, which will interact in time. These 
initial conditions and periodic boundary conditions are described in detail taking into account physical, 
mathematical and computational considerations. Accuracy, consistency and Fourier stability in regard to the four 
explicit schemes for the Korteweg-de Vries equation are discussed. Numerical results are reported for a single 
soliton solution and the separation into two solitons with different velocities are investigated. Graphical results 
are presented to show how well these four schemes agree well with each other. After comparing the four explicit 
schemes, the best scheme was the Zabusky and Kruskal scheme since it is a two-step scheme, which uses the 
explicit leapfrog finite difference scheme and was good for low amplitudes and less running time was needed 
than the other three explicit schemes.  

Keywords: Korteweg-de Vries equation, explicit difference schemes, solitons 

1. Introduction 

Travelling waves solutions to the Korteweg-de Vries equation, which is a nonlinear Partial Differentiation 
equation of third order, have been of some interest for 150 years. In the Korteweg-de Vries equation, two 
different mechanisms, i.e., nonlinearity and dispersion are present, and a remarkable property of this equation is 
that the balance between these two mechanisms will produce solitary waves. When several solitary waves are 
present they are termed Solitons. 
Soliton theory developed after the discovery by Gardner, Greene, Kruskal and Miura (1967) of the Inverse 
Scattering Transform for the Korteweg-de Vries equation (see equation (2.2)). They were led to this by the 
earlier discovery of solitons by Zabusky and Kruskal (1965), who were studying the Fermi-Pasta-Ulam problem 
of 1-dimensional lattices. This is a model, which turns out to be closely related to a discretisation of the 
Korteweg-de Vries equation, where there was no equipartition of energy among the modes. Thus started the 
modern development of soliton theory.  
The theory of solitons is attractive and exciting. It has an interesting history as described in Sections 2.1 and 2.2 
and looks to set a promising future for twenty-first century mathematics. In addition, in Section 2.3 we provide 
an introduction to the Korteweg-de Vries equation and how we can imagine that it is the simplest equation, 
which incorporated both nonlinearity and dispersion. In this section, applications of the Korteweg-de Vries 
equation are described and an analytical exact result to the Korteweg-de Vries equation by means of elementary 
operations is presented. 
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The numerical modelling of the one-dimensional form of the Korteweg-de Vries equation is considered in 
Section 3. Here, the four explicit finite difference methods are listed. Three sets of initial data are investigated. 
Two involve single solitons (including the data proposed by Zabusky and Kruskal (1965)) whilst the other 
involves two solitons separating, which will later collide. Different values of parameters present in the third 
initial data are explored. Attention is paid to the initial conditions and periodic boundary conditions for all the 
schemes, and the techniques that are described will enable us to relate and apply them in Section 4. Subsequently, 
in Section 4, we introduce in more detail the four explicit schemes used in this study. They are a First Order 
Upwind Scheme, the Zabusky and Kruskal scheme, the Lax-Wendroff scheme and the Walkley scheme. Their 
properties are investigated and their applications to the Korteweg-de Vries equation will be shown. For each 
section, graphical results are shown together with the comments. 

The Korteweg-de Vries equation has been extensively studied in numerous studies using symplectic and 
multisymplectic methods (Ascher & McLachlan, 2005; Wang, Wang & Hu, 2008; Lv, Xue & Wang, 2011; 
Dutykh, Chhay & Fedele, 2013), and the space and time-accurate numerical method (Kumar & Mehra, 2005), 
entirely to demonstrate the accuracy and stability of the dynamic of the equation. Consequently, multisymplectic 
schemes are most accurate and stay remarkably stable over a long period of time but is somewhat slow (Wang et 
al., 2008). Indeed, there are many new explicit schemes for the Korteweg-de Vries equation (see also Akdi & 
Sedra, 2013a, 2013b), our main interest was to analyse which explicit existing scheme among the four: (a) a First 
order upwind scheme, (b) the Zabusky-Kruskal scheme, (c) the Lax-Wendroff scheme, and (d) the Walkley 
scheme performs well when implemented to the KdV equation to produce the best soliton solution.  

Consequently, the sources used for this study are mainly from the book by Drazin and Johnson (1989), a journal 
by Taha and Ablowitz (1984) where we followed their initial conditions for the 1 – Soliton solution and the 
initial condition for the 2 – Soliton solution. The initial condition used for the cos function and the Zabusky and 
Kruskal (1965). For the Walkley scheme, we followed the work of M. Walkley (1999), where a scheme to the 
Korteweg-de Vries equation was applied in connection to model the extended shallow-water wave equations. To 
summarise, the objective of this paper is to review and consider the four classical existing schemes for the 
Korteweg-de Vries equation for each of the schemes stated above. 

2. The History of Solitons and the Korteweg-de Vries Equation (KdV) 
2.1 The Discovery of Solitary Waves 
The occurrence of a soliton was first recorded by a young Scottish civil engineer named John Scott Russell 
(1808-1882) on the side of the Union canal near Edinburg in 1834. Russell (1845) then reported his observations 
to the British Association in his 1844 ‘Report on waves’ in the following now famous description: 
I was observing the motion of a boat which was rapidly drawn along a narrow channel by a pair of horses, when 
the boat suddenly stopped – not so the mass of water in the channel which it had put in motion; it accumulated 
round the prow of the vessel in a state of violent agitation, then suddenly leaving it behind, rolled forward with 
great velocity, assuming the form of a large solitary elevation, a rounded, smooth and well-defined heap of 
water, which continued its course along the channel apparently without change of form or diminution of speed. I 
followed it on horseback, and overtook it still rolling on a rate of eight or nine miles an hour, preserving its 
original figure some thirty feet long and a foot to a foot and a half in height. Its height gradually diminished, and 
after a chase of one or two miles I lost it in the windings of the channel. Such, in the month of August 1834, was 
my first chance interview with that singular and beautiful phenomenon which I have called the Wave of 
Translation. 
Following this scientific discovery, Scott Russell built a 30’ wave tank in his back garden where he generated 
solitary waves by dropping a weight at one end of the water channel (see Figure 1.1). 

 

 

 

 

 

 

Figure 1.1. Scott Russell's experiment to generate a solitary wave 
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He was able to deduce empirically that the volume of water displaced and found that the solitary wave is 
obtained from 

 ܿଶ = ݃(ℎ + ܽ)                         (1.1)

where c is the speed, a the amplitude of wave, h the undisturbed depth of water and g is the acceleration of 
gravity. 

Therefore, he observed from Figure 1.2 that the solitary wave is a gravity wave. 

 

 

 

 

 

 

 

Figure 1.2. The parameters and variables used in the description of the solitary wave 

 

John Valentin Boussinesq (1871) and John William Strutt or Lord Rayleigh (1876) both assumed that a solitary 
wave has a length scale much greater than the depth of the water. From the equations of motions of an inviscid 
incompressible fluid, they deduced Scott Russell's formula for c. They even concluded that the wave profile ݖ = ,ݔ)ߞ   is given by (ݐ

,ݔ)ߞ  (ݐ = ܽ sechଶ ݔ)ߚ − (1.2)                         (ݐܿ

where ିߚଶ = 	 ସℎమ(ℎା௔)ଷ௔  for any a > 0 and sech² profile is strictly true only if 
௔
ℎ ≪ 1. 

The final step to get a solution out of equation (1.2) was finished off by Korteweg and de Vries in 1895. 
Provided ε and σ are small 

ݐ߲ߞ߲  = 32 ቀℎ݃ቁభమ ቆ23 ߝ ߲߯ߞ߲ + ߪ13 ߲ଷ߲߯ߞଷቇ 
                        

                   (1.3)

where χ is a magnitude chosen to be moving with the waves. 

Using the change of variables 

ߞ  = ,ܺ)ߞ ,(ݐ ܺ = ߯ + ߝ ቀℎ݃ቁభమ                           ݐ

equation (1.3) can be re-assigned as the Korteweg-de Vries (KdV) equation  

௧ߞ  = 32 ቀℎ݃ቁభమ ൬ߞߞ௑ +  ௑௑௑൰ߞߪ13
                        

                   (1.4)

The parameter σ includes as a part of the surface tension, T, in the form ߪ = 	 ଵଷℎଷ −	்ℎ௚ఘ, where ߩ is the density 

and ε is an arbitrary parameter. If the solution of equation (1.3) is stationary in the frame ߯ the ߞ =  hence ,(߯)ߞ
 23 ᇱߞߝ + ᇱߞߞ + ᇱᇱᇱߞߪ13 = 0 

                        

                   (1.5)

If ߞ → 0	as |߯| → 	∞, integrate (1.5) twice to produce 

ଶߞߝ2  + ଷߞ + ଶ(ߞ)ߪ = 0                    (1.6)

It is easily verified by direct substitution that  

(߯)ߞ  = ܽ sechଶ(߯ߚ) = 0 

is a solution, provided 
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 ܽ = ଶߚߪ4 ܽ݊݀ ߝ =   ଶ                    (1.7)ߚߪ2−

The coordinate ߯ is defined (by Korteweg and de Vries, 1895) as 

 ߯ = భమ(ℎ݃)−ݔ ቀ1 − ℎ߳ቁ                  ݐ

Hence the solitary wave solution becomes 

,ݔ)ߞ  (ݐ = ܽ sech อ12 ቀߪߙቁభమ ݔ) − (݃ℎ)భమ ൬1 + 12 ℎܽ൰                     อݐ

             (1.8)

This agrees with equations (1.1) and (1.2), neglecting the surface tension, so ߪ = భయℎଷ and assuming ℎೌ ≪ 1, 

then 

 ܿ	~	(݃ℎ)భమ ൬1 + 12 ℎܽ൰ ܽ݊݀ ߚ ~ 12 ൬3ℎܽଷ൰భమ                    

             (1.9)

Therefore Scott Russel's solitary wave, equation (1.2) is a solution of the KdV equation. In conclusion, taller 
waves are narrower and travel faster. 

2.2 Interacting Solitary Waves 

It was not until the mid 1960’s when applied scientists began to use modern digital computers to study wave 
propagation that the early ideas Scott Russell had begun to be appreciated. He viewed the solitary wave as a 
self-sufficient dynamic entity; a ‘thing’ displaying many properties of a particle. Hidden away in Scott Russell’s 
‘Report on Waves’ (1844, pg. 384, plate XLVII) (Russell, 1845) is the diagram reproduced in Figure 1.3. 

 

 

 

 

 

Figure 1.3. A Sketch of Scott Russell’s ‘compound’ wave 

 

Scott Russell described this figure as “represents the genesis by a large low column of fluid of a compound or 
double wave of the first order, which immediately breaks down by spontaneous analysis into two, the greater 
moving faster and altogether leaving the smaller”. (Note, the very slowly diminishing height of the water wave 
that he observed is due to ‘frictional’ losses and is not taken into account in the standard KdV equation). 

If we start from the initial profile of Figure 1.3 but with the taller wave left of the shorter wave, then a 
remarkable property is observed as represented in Figure 1.4. 

 

 

 

 

 

 

 

 

 

 

Figure 1.4. A Sketch depicting the interaction of two 'solitons'. For times (a)	ݐ = ݐ	ଵ, (b)ݐ = ଶݐ >  ,ଵݐ

(c) ݐ = ଷݐ > ݐ and (d)	ଶݐ = ଵݐ >  .ଷݐ
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From the sketch, the taller wave catches up, interacts with and then passes the shorter wave. It appears to be that 
the taller one is overtaking the shorter one and continues its path undamaged and undisturbed. Of course, this is 
to be expected if the two waves satisfies the Linear Superposition Principle, but in fact they do not. 

In the late 1960’s, Zabusky and Kruskal (1965) considered the initial value problem: ݑ௧ + ௫ݑݑ + ௫௫௫ݑଶߜ = 0, 
(equation (3.1)) with periodic boundary conditions. They solved this KdV equation with the initial condition 
presented in equation (3.2). This Incredulous duo numerically discovered that the KdV solitary waves 
maintained their identity following collisions and reporting that “here we have a nonlinear physical process in 
which interacting localized pulses do not scatter irreversibly”. 

This persistence of the wave led by Zabusky and Kruskal to coin the term ‘Soliton’ to emphasize the particle-like 
nature of these robust travelling solitary waves. The Zabusky and Kruskal Scheme will be discussed and their 
results shown in Section 4.2.  

Solitons are very stable solitary waves in the solution of many model equations of nonlinear phenomena. When 
solitons are located mutually far apart, each of them is approximately a travelling wave with constant shape and 
velocity. As two such solitary waves get closer, they gradually deform and finally merge into a single wave 
packet, which, however soon splits into two solitary waves with the same shape and velocity before the 
‘collision’. In fact, a soliton is very robust against perturbations, the bottom of the canal may be uneven and 
bumpy, ducks and dogs may swim around in the canal but the soliton will gently pass these obstacles intact and 
undistorted. 

2.3 The Korteweg-de Vries Equation (KdV) 

In 1895, two Dutchmen, Korteweg and de Vries (1895) derived a nonlinear partial differential equation (the so 
called KdV equation) of the form 

௧ݑ  + ௫ݑݑ + ௫௫௫ݑଶߜ = 0, ߤ) > 0)                    (2.0)  

which describes the long time asymptotic behaviour of small but finite amplitude of one-dimensional shallow 
water waves. In the equation above ݑ	 ≡ ,ݔ)	ݑ  measures the elevation (the height of water above the	(ݐ
equilibrium level) at time t and position x. The subscripts denote partial differentiation. In the KdV equation 
(2.1), two different mechanisms are present, i.e. 

1. Non-linearity (ݑݑ௫), which tends to steepen those parts having negative slope, 

2. Dispersion (ݑ௫௫௫), which makes dispersive wave components of different wave numbers (frequencies) 
propagate at different velocities. 

The delicate balance between these two effects leads to travelling wave of permanent form, the so-called Solitary 
Wave. It is usual to refer to the Solitary Wave as the single-soliton solution, but when more than one of them 
appears in a solution they are then termed as Solitons or ‘Solitary-wave pulses’. If one of these two competing 
effects is lost, solitons become unstable and, eventually, cease to exist. In this respect, solitons are completely 
different from linear waves. 

The KdV equation has also been found to describe a number of important physical phenomena such as 
magnetohydrodynamic waves in a warm plasma (Kakutani, Kawahara & Taniuti, 1967), acoustic waves in an 
anharmonic crystal (Zabusky, 1967), ion-acoustic waves in a plasma (Washimi & Taniuti, 1966), the long lived 
‘giant red spot’ in the highly turbulent Jovian atmosphere and the propagation of short laser pulses in optical 
fibers (Hasegawa, 1990). 

2.3.1 Applications of the KdV Equation 

Consider a linear wave motion in one dimension with dispersion. The KdV equation combines the linear 
dispersion relation of the form 

(݇)ݓ  = ݇ܿ(݇ଶ)                    (2.1)  

with a typical nonlinear convection operator. It must take this form because only odd derivatives of u are present.  

For infinitely long waves (݇ → ݓ݇ (0 ~	ܿ଴ −  ଶ݇ߣ

where ܿ଴ is a non-zero speed of propagation, and since long waves travel fastest, then ߣ > 0. This dispersion 
relation is obtained from the equation 

௧ݑ  + ܿ଴ݑ௫ + ௫௫௫ݑߣ = 0                         
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If the medium where the transmission is occurring is a classical continuum, then the time evolution will be given 
by the material derivative 

ݐܦܦ  = ݐ߲߲ + ݑ ൬ ൰ݔ߲߲  
                   

              

If these two effects balance, then 

కݑݑ	+ఛݑ  + కకకݑߣ = 0, ߦ = ݔ − ܿ଴ݐ, ߬ =                      ݐߙ

This is valid in a suitable region of the (x, t) plane, described precisely by ݔ − ܿ଴ݐ = ܱ(1), ݐ = ߙ as (ଵିߙ)ܱ → 0. 
Equation (2.1), which describes the (unidirectional) propagation of waves on the surface of a shallow channel 
studied by Korteweg and de Vries (1895) late in the 19th Century (after performing a Galilean and a variety of 
scaling transformations), can be formulated in simplified form 

,ݔ)௧ݑ					  (ݐ + ,ݔ)ݑ6 ,ݔ)௫ݑ(ݐ (ݐ + ,ݔ)௫௫௫ݑ (ݐ = 0                      

or 

௧ݑ  + ௫ݑݑ6 + ௫௫௫ݑ = 0                    (2.2)  

This KdV equation is the champion of model equations of nonlinear waves. It is nonlinear because of the product 
shown in the second summand and of third order for the reason that the third derivative is highest. The factor 6 is 
just a scaling factor to make the solutions (solitons or solitary waves) easier to describe.  

2.3.2 Exact Solution to the KdV Equation 

The aim here is to find general exact solutions to the KdV equation (2.2) where neither initial conditions nor 
boundary conditions are to be used yet. Seek a travelling wave solution of the form 

,ݔ)ݑ  (ݐ = ,(ݖ)݂ ݖ = ߦ −                      ߬ߚ

i.e. 
,ݔ)ݑ  (ݐ = ߦ)݂ −   (2.3)                    (߬ߚ

with ݂, ݂ᇱ, ݂ᇱᇱ → 0 as |ݖ| → ∞. 

Substituting the solution (2.3) into (2.2) leads to the Ordinary Differential Equation 

(ݖ)ᇱ݂ߚ−  + (ݖ)ᇱ݂(ݖ)6݂ + ݂ᇱᇱᇱ(ݖ) = 0                    (2.4)  

Integration can be done directly since equation (2.4) is in the form of a total derivative. It follows from (2.4) that 

݂ߚ−  + 3݂ଶ + ݂ᇱᇱ = 0                     

where the integration constant vanishes due to decay conditions of f . 

Multiplying by f' 
ᇱ݂݂ߚ−  + 3݂ଶ݂ᇱ + ݂ᇱ݂ᇱᇱ = 0                     

allows us to integrate to obtain 
ଶ݂ߚ12−  + ݂ଷ + 12 (݂ᇱ)ଶ = 0  

                   

             (2.5)  
Again, here the constant disappears. 

With constants equal to zero, equation (2.5) can be written as 

 (݂ᇱ)ଶ = ଶ݂ߚ − 2݂ଷ = ݂ଶ(ߚ − 2݂)                      

Notice that a real solution exists only if (݂ᇱ)ଶ ≥ 0, i.e. if ߚ − 2݂ ≥ 0. 
ݖ݂݀݀  = ඥ݂ଶ(ߚ − 2݂) = ±݂ඥߚ − 2݂ 

                   

              

By separation of variables 

 ݂ ݂݂݀ඥߚ − 2݂ = ݖ)± −   .(଴ݖ

             (2.6)  
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To evaluate the integral on the left hand side of (2.6), we use the substitution 
 ݂ = ߚ12 sechଶ  ݓ

  

Then ݂݀݀ݖ 	= ߚ) sechݓ)(− sechݓ tanhݓ)										= 	ߚ− sechଶ  ݓtanh	ݓ

and 	ܫ = 	න ݂݀݀ඥߚ − 2݂	,					= 	−න 	ߚ sechଶ ݓtanh	ݓ 	ߚ	భమݓ݀	 sechଶ 1)ߚඥ	ݓ −	sechଶ =					,	(ݓ 	−න tanhݓ =					,	ݓtanh	ߚඥ	భమݓ݀	 	− 2ඥݓߚ	.	 
Hence: − 2ඥݓߚ ݖ)±	= − 	,(଴ݖ

ݓ											 = 	∓ඥ2ߚ ݖ) − ݂													,(଴ݖ = 	ߚ12	 sechଶ (ݖ)݂							,ݓ = 	ߚ12	 sechଶ 2ߚඥ	ݓ ݖ) −  .(଴ݖ
Transform back to u(ξ, τ ) = f ( z ) where z = ξ - cτ and obtain 
(ݖ)݂  = ߚ12	 sechଶ ݓ ඥ2ߚ ߦ) − ߬ߚ − .(଴ݖ                     

             (2.7) 

Comparing equation (2.7) and Taha and Ablowitz (1984), we finally get ݔ)ݑ, (ݐ = 2݇ଶ sechଶ ݔ)	݇ − 4݇ଶݐ −  (଴ߟ
where ߚ = 4݇ଶ,					ߦ = ߬					,ݔ = ଴ݖ					݀݊ܽ					ݐ =  ଴ߟ
In order to have a real solitary wave solution, the quantity β must be a positive number. The wave moves to the 
right for β > 0. The speed of propagation, denoted by β, is linearly related to the amplitude; therefore the 
amplitude is proportional to the speed. Thus larger amplitude waves move with a higher speed than smaller 
amplitude solitary waves.  

3. The Numerical Modelling of the One-Dimensional Form of the KdV Equation 

In the next two sections, various numerical methods are used to approximate the KdV equations. Taha and 
Ablowitz (1984) compared the efficiencies of different schemes ranging from finite difference methods for 
explicit and implicit methods to the study of finite fourier transform or pseudospectral methods. For this study, 
only explicit finite difference methods are studied. The aim here is to extend the valuable study of Taha and 
Ablowitz to compare several explicit methods. According to the approach given by the initial conditions, our 
main interest was to analyse which explicit scheme performs well when implemented to the KdV equation to 
produce the best soliton solution. Therefore, the following numerical methods are applied to the KdV equations 
(2.2) and (3.1): 

1. First Order Upwind Scheme (Sweby, 2000); 

2. Zabusky and Kruskal Scheme (Taha & Ablowitz, 1984; Zabusky & Kruskal, 1965); 
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3. Lax-Wendroff Scheme (Sweby, 2000); 

4. Walkley Scheme (Walkley, 1999); 

In order to compare these schemes, equation (2.2) is used over a time interval beginning at t = 0 and ending at t 
= T with initial conditions which match the analytic 1 – Soliton and 2 – Soliton solutions, the boundary 
conditions and the choice of parameter Δx satisfying that of Taha and Ablowitz (1984). 

3.1 The Initial Conditions 

For a 1 – Soliton solution, the four explicit methods are applied to two different KdV equations using the 
following two different initial conditions. 

௧ݑ  + ௫ݑݑ + ௫௫௫ݑଶߜ = 0                    (3.1)  

where δ = 0.022, coupled with the initial conditions 

,ݔ)ݑ  (ݐ = cos(ݔߨ), 0 ≤ ݔ ≤ 2                    (3.2)  

where ݑ௫, ,௫௫ݑ  .௫௫௫ periodic on [0, 2] for all tݑ

Zabusky and Kruskal have found the solution at the breakdown time of ݐ = భഏ to have a slight oscillatory 

structure for ݔ < భమ	 due to the third derivative. The wave then steepens and almost produces a shock. At a later 

time of ݐ = య.లഏ , the solution shows a train of solitons, which have developed from the oscillations. 

The Initial Condition for the ܿ݁ݏℎଶ	Functionality 

The exact 1 – Soliton solution of equation (2.2) on the infinite interval is 

,ݔ)ݑ  (ݐ = ܣ sechଶ(݇ݔ − ݐ߱ −   ଴)                    (3.3)ߟ

where ܣ = 2݇ଶ,				߱ = 4݇ଷ,				݇	and	ߟ଴	are	constants	with	݇ > 0 

This will represent a solitary wave of amplitude 2݇ଶ	initially located at ݔ = −ആబೖ  and moving with velocity 4݇ଶ. 

For initial conditions, equation (3.3) is used at t = 0 and ηₒ is chosen to be zero. For this initial condition, a 

single-soliton solution will be produced. The solitary wave will then move with a perfect advection along the 

x-axis. 

3.2 The Separation into Two Solitons 

The exact 2 – Soliton solution of equation (2.2) on the infinite interval is  
,ݔ)ݑ  (ݐ = 2 ߲ଶ߲ݔଶ [log௘ ,ݔ)݂                     [(ݐ

                   (3.4)  

with ݂(ݔ, (ݐ = 	1 + ݁ఎభ + ݁ఎమ + ݁ఎభାఎభା஺భమ,										ߟ௜ = ,ݔ)௜ߟ	 (ݐ = ݇௜ݔ − ݇௜ଷݐ  ,௜(଴)ߟ	+
and ݁஺೔ೕ = 	ቆ݇௜ − ௝݇݇௜ + ௝݇ቇଶ 

where ݇௜	and ߟ௜(଴)	are constants for i = 1, 2. ݇ଵ	and ݇ଶ	are both taken to be positive. For i = 1, 2 soliton i has 

an amplitude ೖ೔మమ 	and moves with velocity ݇௜ଶ	from an initial location of ݔ = −ఎ೔(బ)௞೔ .  

By solving equation (3.4) using Mathematica, we obtain ݔ)ݑ, (ݐ = 2(ܽ − ܿ)݁௕ାௗିଶ൫௔యା௖య൯௧ା(௔ା௖)௫(݁൫௔యା௖య൯௧ + ݁௖௫ାௗା௔య௧ + ݁௔௫ା௕ା௖య௧)൬1 + ݁௔௫ା௕ି௔య௧ + ݁௖௫ାௗି௖య௧ + (௔ି௖)మ௘್శ೏ష൫ೌయశ೎య൯೟శ(ೌశ೎)ೣ(௔ା௖)మ ൰ଶ  

where ܽ = ݇ଵ,				ܾ = 	 ܿ				,ଵ(଴)ߟ = ݇ଶ				and					݀ =  .	ଶ(଴)ߟ
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Therefore, this simplified version of the exact 2 – Soliton solution are used for the Fortran programming of all 
the explicit schemes of separation into two solitons. 

For initial conditions, equation (3.4) is used at t = 0, and two different sets of parameters are studied, i.e. ܲܽݎ݁ݐ݁݉ܽݎ	1;					݇ଵ = 1, ݇ଶ = √2	, ଵ(଴)ߟ = 0, ଶ(଴)ߟ = 2√2	 
and ܲܽݎ݁ݐ݁݉ܽݎ	2;					݇ଵ = 1, ݇ଶ = √5	, ଵ(଴)ߟ = 0, ଶ(଴)ߟ = 10.73 

The solution starts as an initial pulse, which then separates into two solitons each with different amplitudes. In 
time, the solitons will be allowed to interact and return to their original shapes. 

3.3 The Boundary Conditions 

For the initial condition of equation (3.1), Period Boundary Conditions are enforced on the interval [0, 2]. To 
allow a numerical solution of equation (2.2), the 1 – Soliton solutions and 2 – Soliton solutions are assumed to 
satisfy the Periodic Boundary Conditions on the interval [-20, 20] i.e. u (-20, t) = u (20, t). 

4. Finite Difference Methods 

To describe the schemes, the difference solution u ≡ u(x, t) is specified numerically only at discrete points of x = 
nΔx, n = 0, 1, … and t = mΔt, m = 0, 1,..., where Δx is the space step and Δt is the time step. 

All the schemes in Section 4.1 to 4.4 are explicit, which gives the solution at the time step explicitly in terms of 
the solution at earlier time steps. 

4.1 The First Order Upwind Scheme 

For the KdV equation (2.2) we first apply the First Order Upwind Scheme. With reference to Figure 4.1, linear 
advection stability is achieved for the upper scheme when the advection constant v is negative and for the lower 
scheme it is stable when v is positive. The Courant-Friedrichs-Lewy Stability criterion or simply Courant 
condition is satisfied here if |v| ≤ 1. This scheme has several advantages over Centred schemes. 

 

 

 

 

 

 

 

 

 

 

Figure 4.1. Representation of First order upwind schemes 

 

For nonlinear advection upwind differencing, in general, adds stability to problems where the advected variables 
are vulnerable to sudden changes of state, such as passing through shock states or other discontinuities. 

Conservative finite difference schemes for solving the Conservation Law, ݑ௧ + ௫(ݑ)݂ = 0 where f (u) = u can 
be written in the form 
 

௡௠ାଵݑ											  = ௡௠ݑ − Δ2ݐΔݔ ቀℎ௡ାభమ௠ − ℎ௡ିభమ௠ ቁ 
 

 (4.1)  

where h is a consistent numerical flux function and ݑ௡௠ ≈  .(ݐΔ݉,ݔΔ݊)ݑ
The First order upwind scheme may be written in this form as 
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௡௠ାଵݑ											  − ݐ௡௠Δݑ = ௡௠ݒ− ൞ݑ௡௠ − ݔ௡ିଵ௠Δݑ , ௡௠ݒ > ௡ାଵ௠ݑ0 − ݐ௡௠Δݑ , ௡௠ݒ < 0 

 

  

 (4.2)  

where the advection constant	݉݊ݒ  here is  ݒ௡௠ = ΔݐΔݔ ௡݂ାଵ − ௡݂ݑ௡ାଵ − ௡ݑ = ΔݐΔݔ 

The advection part of the KdV equations (2.2) and (3.1) is used with 

ℎ௡ାభమ = 	 ൝					ݑ௡,																						߮௡ାభమ > ߮௡ାభమ																		௡ାଵ,ݑ						0 < 0  

where 													߮௡ାభమ = ΔݐΔݔ ݂݊+1 − 1+݊ݑ݂݊ −  ݊ݑ

For the KdV equation in the form (3.1), where ݂(ݑ௡) = భమݑ௡ଶ, hence 													߮௡ାభమ = ΔݐΔݔ 1+݊ݑ) + 2(݊ݑ  

and for the KdV equation (2.2) with	݂(ݑ௡) = ௡ଶݑ3  													߮௡ାభమ = 3 ΔݐΔݔ 1+݊ݑ) +  (݊ݑ
Applying equation (4.1) (where in this case ݒ௡௠ = ߮௡ାభమ௠ = ߮௡ିభమ௠ ) to the KdV equation (2.2) i.e.	ݑ௧ + ௫ݑݑ6 ௫௫௫ݑ+ = 0, together with a simple finite difference for the third derivative 
 

 
௡௠ାଵݑ											 = ௡௠ݑ − 6 ΔݐΔݔ ௡௠ݑ 	ቀℎ݊+12݉ − ℎ݊−12݉ ቁ − Δ2ݐ(Δݔ)ଷ ௡ାଶ௠ݑ) − ௡ାଵ௠ݑ2 + ௡ିଵ௠ݑ2 − ௡ିଶ௠ݑ )	  

 (4.3)  

and for the KdV equation (3.1), 

 

 
௡௠ାଵݑ											 = ௡௠ݑ − ΔݐΔݔ ௡௠ݑ 	ቀℎ݊+12݉ − ℎ݊−12݉ ቁ − δଶΔ2ݐ(Δݔ)ଷ ௡ାଶ௠ݑ) − ௡ାଵ௠ݑ2 + ௡ିଵ௠ݑ2 − ௡ିଶ௠ݑ )	  

 (4.4)  

Following the conditions in (4.2), for ݒ௡௠ > 0, equation (4.3) becomes 

 

 
௡௠ାଵݑ											 = ௡௠ݑ − 6 ΔݐΔݔ ݉݊ݑ)	௡௠ݑ − 1݉−݊ݑ ) − Δ2ݐ(Δݔ)ଷ ௡ାଶ௠ݑ) − ௡ାଵ௠ݑ2 + ௡ିଵ௠ݑ2 − ௡ିଶ௠ݑ )	  

 (4.5)  

and for	݉݊ݒ < 0, equation (4.3) becomes 

 

 
௡௠ାଵݑ											 = ௡௠ݑ − 6 ΔݐΔݔ 1݉+݊ݑ)	௡௠ݑ − ݉݊ݑ ) − Δ2ݐ(Δݔ)ଷ ௡ାଶ௠ݑ) − ௡ାଵ௠ݑ2 + ௡ିଵ௠ݑ2 − ௡ିଶ௠ݑ )	  

 (4.6)  

The same format is achieved for equation (4.4). 

This scheme is first order accurate in the calculation of the spatial derivatives. For both ݒ௡௠ > 0 and	ݒ௡௠ < 0, 
the scheme has accuracy of order ൫ܱ(Δݐ) + ܱ(Δݔ)൯	and ߬௡௠ → 0	as Δݐ → 0, Δݔ → 0, hence the scheme is 
Consistent. 

From the linearised form of the difference schemes equation (4.3) and equation (4.5) (with ݑ௡௠	fixed as ݑ଴)(ݒ௡௠ > 0), we may carry out Fourier analysis for the stability to obtain 

 

 
ߦ											 = 1 − 1]	ߙ − ݁௜௞୼௫] − ߚ [݁ଶ௜௞୼௫ − 2݁௜௞୼௫ + 2݁ି௜௞୼௫ − ݁ିଶ௜௞୼௫	]															= 1 − 1]	ߙ −	cos ݇Δݔ + ݅ sin ݇Δݔ] − ߚ [4݅ sin ݇Δݔ (cos ݇Δݔ − 1)]  

 (4.7)  

where ξ is the amplification factor. The first two terms lie on a circle with center 1 – α and radius α (see Figure 
4.2 below) and ξ is inside the unit circle if	ߙ ≤ 1. So, if β = 0 it is conditionally stable. 
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Figure 4.2. ξ inside the unit circle for First Order Upwind Scheme 
 

From equation (4.7) 

 

 

ଶ|ߦ|											 = 1 − [(1 −	cos ݇Δ2)(ݔα + 2αଶ cos ݇Δݔ)]																	 			−(1 −	cosଶ ݇Δݔ)[(cos ݇Δݔ − ଶ(cosߚ16)(1 ݇Δݔ − 1) +   [(ߚߙ8

 (4.8)  

The stability criterion is |ξ | ≤ 1 and is satisfied if ߙ ≤ 1 and β is taken to be sufficiently small. 

To prove this stability criterion, we plot  

ଶ|ߦ|										  = 1 − [(1 − 1)ߙ2(ܥ + [(ܥߙ − (1 − ܥ)](ଶܥ − ܥ)ଶߚ16)(1 − 1) + [(ߚߙ8 	≤ 1  (4.9)  

for α, β, and ∀ܥ	using Matlab. 

Equation (4.9) is a polynomial in C, (C represents cos k∆x), i.e, 											(ݔ)݌ = ସܥ(ଶߚ16) + ଶߚ32−) + ଷܥ(ߚߙ8 + (2αଶ − 																		ଶܥ(ߚߙ8 				+	(−2αଶ2α + ଶߚ32 − ܥ(ߚߙ8 + (1 − ߙ2 − ଶߚ16 +   .(ߚߙ8

Therefore with Tables 1, 2, 3 and 4 representing Figures 4.3(a), (b), (c) and (d) respectively, when α < 0, |ξ |² > 1 
(see Table 1), hence equation (4.7) will be unstable. Similar results are shown in Table 4, when α > 1, |ξ |² is also 
greater than 1. For equation (4.7) to satisfy the Fourier Stability Condition, α is taken to be between 0 and 1, i.e. 
0 ≤ α ≤ 1 and β is sufficiently small. This can be shown from Tables 2 and 3, thus equation (4.7) is stable. 

For equation (4.6), (	ݒ௡௠ < 0), the amplification factor ξ is 

ߦ											  = 1 − cos]	ߙ ݇Δݔ + ݅ sin ݇Δݔ − 1] − ߚ [4݅ sin ݇Δݔ (cos ݇Δݔ − 1)	]  

and also satisfies the Fourier Stability Condition, |ξ |² ≤ 1 for -1 ≤ α ≤ 0, and β taken to be sufficiently small. 

 

Table 1. Values of α and β for Figures 4.3(a)   

w α β 
1 
2 
3 
4 
5 
6 

-1.5 
-1.2 
-1.0 
-1.0 
-0.5 
-0.1 

0.1 
0.1 
0.1 

0.07 
0.05 
0.0 

 

Table 2. Values of α and β for Figures 4.3(b)  

X Α β 
1
2 
3 
4 
5 
6

0.0
0.05 
0.1 
0.2 
0.5 
0.5

0.0 
0.05 
0.0 
0.0 
0.0 
0.1 

 

Table 3. Values of α and β for Figures 4.3(c)   

y α β 
1 
2 
3 
4 
5 
6 

0.6 
0.8 
0.9 
0.9 
1.0 
1.0 

0.0 
0.0 
0.0 
0.1 
0.0 
0.1 

 

Table 4. Values of α and β for Figures 4.3(d) 

Z α β 
1
2 
3 
4 
5 
6

1.05 
1.1 
1.1 
1.2 
1.5 
1.8

0.1 
0.0 
0.1 
0.1 

0.05 
0.0 
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Figure 4.3. |ξ |² ≤ 1 against C for stability criterion 

 

The overall graphical results are not very good, the reason being the low order of the 1st order scheme which is 
killing the accuracy of the high order ݑ௫௫௫	approximation and the error is O(∆x) in space. 
In Figure 4.4, the First order upwind scheme is applied to the KdV equation (3.1), together with the initial 

condition of u(x, t) = cos (πx) on the interval [0, 2]. The values of α and β in this case are	ݑ଴ ∆௧∆௫	and 
ఋమ∆௧ଶ(∆௫)య 

respectively. The wave profile at ݐ = ଵగ	does not produce a shock but since this scheme is of low order, the 

profile did not reach ݔ)ݑ, (ݐ = −1	as it should do in the other schemes. Another shock is also present when 

computed at time, ݐ = ଷ.଺గ 	. Unfortunately here, there are no well-defined trains of eight solitons detected. 

 

 

 

 

 

 
 

Figure 4.4. First Order Upwind Scheme as initial condition and δ = 0.022 

Note: Initial profile at t = 0 (indicated by the ‘…..’ line); profile at ݐ = భഏ (indicated by the ‘ ̶̶̶̶ ̶̶̶̶ ̶̶̶̶ ̶̶̶̶ ‘ line); profile at ݐ = య.లഏ 	(indicated by the ‘- - -‘ line); and ∆x = 0.01, ∆t = 0.00001 are used. 
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Figures 4.5(a), (b) and (c) depicts the results of the second initial data for the sech² function. The amplitudes 
decrease as time goes by. It is more obvious in Figure 4.5(c) for amplitude = 4. The scheme conserves mass but 
spreads. 

 
 

 

 

 

 

 

 

 

 

 

Figure 4.5. 1 – Soliton Solution for First order upwind scheme on the interval [-20, 20] 
Note: Figure 4.5(a) amplitude = 1, ∆x = 0.1739, ∆t = 0.00001; Figure 4.5(b) amplitude = 2, ∆x = 0.08, ∆t = 
0.000001; and Figure 4.5(c) amplitude = 4, ∆x = 0.05, ∆t = 0.0000001. 

 

The initial data for separation into two solitons (equation (3.4) is applied in Figure 4.6. In Figure 4.6(a) the two 

solitons took time to separate from each other and undoubtedly, the interaction of these two solitons may take 

longer to compute. It also seems that their amplitudes are almost similar. Poor results are expected in Figure 

4.6(b). Two solitons of amplitudes భమ	 and ఱమ		should be present instead three solitons, each with different 

amplitudes are produced. Hence, the First Order Upwind Scheme is a low order scheme that gives poor 

resolution of soliton effects. 

 

 

 
 

 

 

 

 

 

 

 

 

Figure 4.6. 2 – Soliton Solution for First order upwind Scheme on the interval [-20, 20] 

Note: Figure 4.6(a) Parameter 1: amplitudes = భమ		and 1, ∆x = 0.12, ∆t = 0.0000001; and Figure 4.6(b) 

Parameter 2: amplitudes = 
ଵଶ and 

ହଶ, ∆x = 0.06, ∆t = 0.000001. 
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4.2 The Zabusky and Kruskal Scheme 

Zabusky and Kruskal (1965) proposed the Explicit Leapfrog Finite Difference Scheme. They approximated 
equation (3.1) by 
 

 

 

 

௡௠ାଵݑ = ௡௠ିଵݑ − 13 ΔݐΔݔ ௡ାଵ௠ݑ) + ௡௠ݑ + ௡ିଵ௠ݑ ௡ାଵ௠ݑ)( − ௡ିଵ௠ݑ )
																										− δଶΔݐ(Δݔ)ଷ ௡ାଶ௠ݑ) − ௡ାଵ௠ݑ2 + ௡ିଵ௠ݑ2 − ௡ିଶ௠ݑ )	݊ = 0,1, … , ܰ  

 

 

(4.10)  

This scheme conserves 'mass' giving ∑ ேିଵ௡ୀ଴	௡௠ݑ 	independent of n. 

Moreover, their choice of the average 
ଵଷ ௡ାଵ௠ݑ) + ௡௠ݑ + ௡ିଵ௠ݑ )	to approximate u in the nonlinear term ݑ௫௫	was to 

conserve the ‘energy’ to second order, since 12෍(ݑ௡௠ାଵ)ଶேିଵ
௡ୀ଴ − 12෍(ݑ௡௠ିଵ)ଶ = ேିଵ(ଷ(ݐ∆))ܱ

௡ୀ଴ ݐ∆					ݏܽ											 → 0 

if u is periodic.  

Properties of the Scheme 

The Zabusky and Kruskal Scheme is a three-level scheme, which is a Second-order accurate in time. This 
scheme is Consistent (߬௡௠ → 0	as ∆ݐ → 0, ݔ∆ → 0) with equation (2.2) and the Truncation Error is of order 
(O((∆t)²) + O((∆x)² )). The Linear Stability condition for this scheme is 

ݔ∆ݐ∆										  ฬ−2ݑ଴ + ଶฬ(ݔ∆)1 ≤ 23√3 
 

(4.11)  

where ݑ଴	is the maximum value of u depending on the amplitude of solitons. To achieve this, a very small time 
step must be used in order to preserve stability. 

Application to the KdV Equation 

In the work of Taha and Ablowitz (1984), they have applied in the KdV equation (2.2) to the work of Zabusky 
and Kruskal (1965), so as to get the somewhat similar equation (4.10) 
 

 

 

 

௡௠ାଵݑ = ௡௠ିଵݑ − 2 ΔݐΔݔ ௡ାଵ௠ݑ) + ௡௠ݑ + ௡ିଵ௠ݑ ௡ାଵ௠ݑ)( − ௡ିଵ௠ݑ )
																			− Δݐ(Δݔ)ଷ ௡ାଶ௠ݑ) − ௡ାଵ௠ݑ2 + ௡ିଵ௠ݑ2 − ௡ିଶ௠ݑ  

 

 

 (4.12)  

where ݑ௡௠ =  .also n and m are integers (ݐ∆݉,ݔ∆݊)ݑ

In order to evaluate the initial time step, the uncentred scheme  
௡ଵݑ  = ௡଴ݑ − ΔݐΔݔ ௡ାଵ଴ݑ)	 + ௡଴ݑ + ௡ିଵ଴ݑ ௡ାଵ଴ݑ)( − ௡ିଵ଴ݑ ) − Δ2ݐ(Δݔ)ଷ ௡ାଶ଴ݑ) − ௡ାଵ଴ݑ2 + ௡ିଵ଴ݑ2 − ௡ିଶ଴ݑ ))   

 (4.13)  

is applied. 

The result of the Zabusky and Kruskal scheme is better than the First order upwind scheme, since the first 
moment is preserved. 

We first present the results in Figure 4.7 with u(x, t) = cos (πx) as initial condition and δ = 0.022. The curve at t 

= 0 gives the initial wave profile while curve at ݐ = భഏ shows the wave profile at the breakdown time which is 

equal to the reciprocal of absolute maximum of derivative of initial data. Here, the wave steepens and almost 

produces a shock, the slight oscillatory structure for ݔ < భమ, in which case the third derivative, i.e. the dispersive 

term (ߜଶݑ௫௫௫) then becomes significant. This is the result of local balance between nonlinearity and dispersion. 

At time ݐ = య.లഏ  the curve shows a train of eight well-defined waves which have developed since the early stage 

of evolution. Each of these eight solitons is like the sech² functions, with the faster (taller) waves for ever 
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catching-up and overtaking the slower (shorter) waves. To generate these wave profiles, very small time step of 

∆t = 0.0000002 are used (hence longer runtime) in comparison to the other explicit schemes.  

 
 

 

 

 

 

 

 

 

 

 

Figure 4.7. Zabusky and Kruskal Scheme using the Explicit Leapfrog Finite Difference Scheme as initial 
condition and δ = 0.022 

Note: Initial profile at t = 0 (indicated by the ‘…..’ line); profile at ݐ = భഏ (indicated by the ‘ ̶̶̶̶ ̶̶̶̶ ̶̶̶ ̶ ̶̶̶ ̶‘ line); and profile 
at ݐ = య.లഏ  (indicated by the ‘- - -‘ line). 

 

Equation (3.3), i.e. the initial condition for the sech² function is applied in Figure 4.8. The Zabunsky and Kruskal 
scheme works perfectly here, as there is no spreading type of diffusion. For Figure 4.8(c), where it has a large 
amplitude of 4, the solitary wave spreads out more because it is moving with a higher speed compared to the 
smaller amplitude solitary wave in Figures 4.8(a) and (b). 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.8. 1 – Soliton Solution for Zabusky and Kruskal Scheme on the interval [-20, 20] 

Note: Figure 4.8(a) amplitude = 1, ∆x = 0.1739, ∆t = 0.002; Figure 4.8(b) amplitude = 2, ∆x = 0.08, ∆t = 
0.00019; and Figure 4.8(c) amplitude = 4, ∆x = 0.05, ∆t = 0.00004. 

 

The third initial data, separation into two solitons, two different sets of parameters are studied, i.e. in Figure 
4.9(a) and (b) for parameter 1 and 2 respectively. The solitons are run for times t = 0 to t = 3 for parameter 1 and 
t = 0 to t = 2.4 for parameter 2, and after some time allowed to interact and return to their original shape. Unlike 
Figure 4.9(a), Figure 4.9(b) leaves blips in the middle, which is more visible than in (a). These blips are non-zero 
effect due to numerical errors. 
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Figure 4.9. Separation into 2 – Solitons for Zabusky and Kruskal Scheme when they are allowed to separate on 
the interval [-20, 20] 

Note: Figure 4.9(a) Parameter 1: amplitudes =	ଵଶ and 1, ∆x = 0.12, ∆t = 0.00066; and Figure 4.9(b) Parameter 2: 

amplitudes = 
ଵଶ and	ହଶ, ∆x = 0.06, ∆t = 0.000082. 

 

4.3 The Lax-Wendroff Scheme 

The next scheme to be applied to the KdV equation (2.2) is the Lax-Wendroff scheme, which is second-order in 
time and space. The Lax-Wendroff scheme is normally applied to the non-linear conservation law ݑ௧ + ௫݂ = 0 
The identity ݑ௧௧ = −( ௫݂)௧ = −( ௧݂)௫ = −(݂ᇱ(ݑ)ݑ௧)௫ = (݂ᇱ(ݑ) ௫݂)௫ 
is used, yielding 

௡௠ାଵݑ											  = ௡௠ݑ − 12 ΔݐΔݔ 	( ௡݂ାଵ௠ + ௡݂ିଵ௠ ) + 12 ΔݐΔݔ ቂ߮௡ାభమ ( ௡݂ାଵ௠ − ௡݂௠) − ߮௡ିభమ ( ௡݂௠ − ௡݂ିଵ௠ )ቃ  

(4.14)  

as the Lax-Wendroff scheme for the non-linear conservation law. 

As in equation (4.1) the conservation form is  
௡௠ାଵݑ											  = ௡௠ݑ − 12 ΔݐΔݔ (ℎ௡ାభమ௠ + ℎ௡ିభమ௠ )  

where 

ℎ௡ାభమ௠ = ℎ(ݑ௡ି௟௠ ,… , ௡ା௥௠ݑ ) 
with h a consistent numerical flux functionality 

h (u, …, u) = f (u) 

Properties of the Scheme 

The One-step Lax-Wendroff differencing scheme applied to advection is second order accurate in time and space. 
Its order of accuracy is (O((∆t)²) + O((∆x)² )) and hence Consistency is achieved for Truncation error	߬௡௠ → 0	as Δݐ → 0, Δݔ → 0. 
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Investigating the linear stability of this scheme for the KdV equation (2.2) with a simple difference for the ݑ௫௫௫ 
term and ݂ = ௠ାଵ݁௜௡௞୼௫ߦ gives	ݑ଴ݑ6 = ௠݁௜௡௞୼௫ߦ − ௠݁௜(௡ାଵ)௞୼௫ߦ൫ߙൣ − ௠݁௜(௡ିଵ)௞୼௫൯ߦ − ௠݁௜(௡ାଵ)௞୼௫ߦ൫ߙ2 + [௠݁௜௡௞୼௫ߦߙ+4																															௠݁௜(௡ିଵ)௞୼௫൯ߦ − ௠݁௜(௡ାଶ)௞୼௫ߦൣߚ − ௠݁௜(௡ାଵ)௞୼௫ߦ − ௠݁௜(௡ିଵ)௞୼௫ߦ2 −  ௠݁௜(௡ିଶ)௞୼௫ߦ

where α here is 3ݑ଴ ∆௧∆௫ , ߚ = ୼௧ଶ(∆௫)య and ξ is the amplification factor.  

ߦ  = 1 − ௜௞୼௫݁)]ߙ − ݁ି௜௞୼௫) − ௜௞୼௫݁)ߙ2 + ݁ି௜௞୼௫) + −[ߙ4 ଶ௜௞୼௫݁]ߚ − 2݁௜௞୼௫ + 2݁ି௜௞୼௫ − ݁ିଶ௜௞୼௫]				= 1 − 2݅]ߙ sin ݇Δݔ − cos)ߙ2 ݇Δݔ) + [ߙ4 + 4݅]ߚ sin ݇Δݔ (1 − cos ݇Δݔ)]						= 1 − ଶ(1ߙ4 − cos ݇Δݔ) − ݅ߙ2 sin ݇Δݔ + 4݅]ߚ sin ݇Δݔ (1 − cos ݇Δݔ)]	 
 

 

 

(4.15)  

With reference to Figure 4.10, the ξ lies on an ellipse, centre (1 – 4α², 0) with semi-axes (4α², -4α). ξ is inside the 
unit circle if | 4α²| < 1 then the scheme is conditionally stable. 

 

 

 

 

 

Figure 4.10. ξ inside the unit circle for Lax-Wendroff scheme 

 

For the Fourier Stability Criterion |ߦଶ| ≤ 1, we require | 4α²| ≤ 1 and β has to be sufficiently small. Thus, 

ଶ|ߦ|											  = 1 − ଶ(1ߙ8] − cos ݇Δݔ)] + ସ(1ߙ16 − cos ݇Δݔ)ଶ − (1 − cosଶ ݇Δ(ݔ	ߙ4]ଶ																										 ଶ(1ߚ16+ − cos ݇Δݔ)ଶ − 1)ߚߙ16 − cos ݇Δݔ)]  

 

(4.16)  

To check that |ߦ|ଶ ≤ ,ߙ∀	1 and cos ߚ ݇Δݔ ≡  we use equation (4.16) and transforming it into equation (4.17) ,ܥ
below to get 

(ݔ)݌											  = ସܥ(ଶߚ16) + ଶߚ32−) + ଷܥ(ߚߙ16 + ସߙ16) + ଶߙ4 − +																												ଷܥ(ߚߙ16 ସߙ32−) + ଶߙ8 + ଶߚ32 − ܥ(ߚߙ16 + (1 + ସߙ16 − ଶߙ12 − ଶߚ16 +  ߚߙ16

 

(4.17)  

Equation (4.16) is a polynomial in C. In Matlab we plot equation (4.17) hence Figures 4.11(a) and (b) are 
produces with their values of α + β presented in Tables 5 and 6. In order to satisfy the Fourier Stability 
Condition for equation (4.15), -0.5 ≤ α ≤ 0.5 as shown for x3 → x8 and y1 → y6 in Figures 4.11(a) and (b) 
respectively. Also β has to be sufficiently small so, |ξ |² ≤ 1. 

 

 

 

 

 

 

 

Figure 4.11. |ξ |² ≤ 1 against C for stability criterion 
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Table 5. Values for α + β for Figures 4.11(a)   

x Α β 
1 
2 
3 
4 
5 
6 
7 
8 

-0.6 
-0.55 
-0.5 
-0.5 
-0.3 
-0.2 
-0.1 

-0.02 

0.05 
0.01 
0.05 
0.0 
0.0 
0.0 

0.05 
0.05 

 

Table 6. Values for α + β for Figures 4.11(b) 

α β α 
0.0
0.1 
0.2 
0.3 
0.5 
0.5 

0.55 
0.6

0.0
0.0 
0.0 
0.0 
0.0 

0.05 
0.01 
0.05 

0.0
0.1 
0.2 
0.3 
0.5 
0.5 

0.55 
0.6

 

Application to the KdV Equation 

Equation (4.1) is used for applying to the advection part of the KdV equation (3.1) where ݂(ݑ௡) = భమ	ݑ௡ଶ, hence 
 ℎ௡ାభమ = 12 ቆ(ݑ௡ାଵ + (௡ݑ − ߮௡ାభమ(ݑ௡ାଵ −  ௡)ቇݑ

and 
 ߮௡ାభమ = ΔݐΔݔ ( ௡݂ାଵ − ௡݂)(ݑ௡ାଵ − (௡ݑ = ΔݐΔݔ ௡ାଵݑ) + ௡)2ݑ  

Therefore 
 

ℎ௡ିభమ = 12 ቆ(ݑ௡ + (௡ିଵݑ − ߮௡ିభమ(ݑ௡ −  ௡ିଵ)ቇݑ

and 
 ߮௡ିభమ = ΔݐΔݔ ௡ݑ) + ௡ିଵ)2ݑ  

The scheme for equation (3.1) will therefore become 
 
 
 
 

௡௠ାଵݑ											 = ௡௠ݑ − Δ2ݐΔݔ ௡௠ݑ 	൤(ݑ௡ାଵ௠ + (௡௠ݑ − Δ2ݐΔݔ ௡ାଵ௠ݑ)) )ଶ − (ଶ(௡௠ݑ) − ௡௠ݑ) + ௡ିଵ௠ݑ )		
																												 + Δ2ݐΔݔ	((ݑ௡௠)ଶ − ௡ିଵ௠ݑ) )ଶ)൨ − δଶΔݐ(Δݔ)ଷ ௡ାଶ௠ݑ) − ௡ାଵ௠ݑ2 + ௡ିଵ௠ݑ2 − ௡ିଶ௠ݑ )		 

 

 

 

(4.18)  

For equation (2.2) (where ݂(ݑ௡) = ௡ଶ) with ߮௡ାభమݑ3	 = 3 ୼௧୼௫ ௡ାଵݑ) + ,(௡ݑ ߮௡ିభమ = 3 ୼௧୼௫ ௡ݑ) +  and using	௡ିଵ)ݑ

again a simple difference for the third order term, hence the scheme will be 
 
 
 
 

௡௠ାଵݑ											 = ௡௠ݑ − 3 ΔݐΔݔ ௡௠ݑ 	൤(ݑ௡ାଵ௠ + (௡௠ݑ − 3 ΔݐΔݔ ௡ାଵ௠ݑ)) )ଶ + (ଶ(௡௠ݑ) − ௡௠ݑ) + ௡ିଵ௠ݑ )		
																													 +3 ΔݐΔݔ ଶ(௡௠ݑ))	 − ௡ିଵ௠ݑ) )ଶ)൨ − Δ2ݐ(Δݔ)ଷ ௡ାଶ௠ݑ) − ௡ାଵ௠ݑ2 + ௡ିଵ௠ݑ2 − ௡ିଶ௠ݑ )		 

 

 

 

(4.19)  

The Lax-Wendroff scheme produces good results and the scheme works well. The initial condition for the cos 
function and δ = 0.022 are applied in Figure 4.12.  
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Figure 4.12. Lax-Wendroff Scheme as initial condition and δ = 0.022. 

Note: Initial profile at t = 0 (indicated by the ‘…..’ line); profile at ݐ = భഏ	(indicated by the ‘ ̶̶̶̶ ̶̶̶̶ ̶̶̶ ̶ ̶̶̶̶ ‘ line); and profile 

at ݐ = య.లഏ  (indicated by the ‘- - -‘ line). 

 

The curves in Figure 4.12 are similar to the ones for the Zabusky and Kruskal scheme where the wave profile at ݐ = భഏ	shows the slight shock for ݔ > భమ .The train of solitons are also present here for ݐ = య.లഏ . For this figure, the 

Lax-Wendroff scheme does takes shorter runtime than the Zabusky and Kruskal scheme, but longer runtime 

hence more computing time for the other two figures (4.13 and 4.14). 

The results of the initial data of the 1 – Soliton solution for the sech² function are shown in Figures 4.13(a), (b) 
and (c). Here, the solitons for time t = 0.25, 0.5 and 1.0 with their respective amplitudes moves constantly on the 
interval [-20, 20]. As the amplitudes get bigger, the solitons spread out more (shown in Figure 4.13(c)). 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4.13. 1 – Soliton Solution for Lax-Wendroff Scheme on the interval [-20, 20]. 

Note: Figure 4.13(a) amplitude = 1, ∆x = 0.1739, ∆t = 0.00001; Figure 4.13(b) amplitude = 2, ∆x = 0.08, ∆t = 
0.000001; and Figure 4.13(c) amplitude = 4, ∆x = 0.05, ∆t = 0.0000001. 

 

Again, similar results like that of Figure 4.9(a) are produced for Figure 4.14(a) when the initial conditions for the 

2 – Soliton test problem with Parameter 1 are applied. In Figure 4.14(b), the two solitons with amplitudes భమ and ఱమ separates after t = 0.1, moves apart from each other and they will interact in time but yet still preserve their 
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shapes. At t = 0.6, Figure 4.14(b) starts to leave humps in the middle (non-zero effect due to numerical errors) 

and these humps are less noticeable in Figure 4.14(a). Unfortunately, at t = 2.4 the oscillations are a bit obvious, 

so a smaller ∆t should be used. 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 4.14. Separation into Two Soliton for Lax-Wendroff Scheme on the interval [-20, 20] 

Note: Figure 4.14(a) Parameter 1: amplitudes = భమ and 1, ∆x = 0.12, ∆t = 0.0000001; and Figure 4.14(b) 

Parameter 2: amplitudes = భమ and ఱమ, ∆x = 0.06, ∆t = 0.0000001. 

 

4.4 The Walkley Scheme 

Walkley (1999) has applied a new scheme to the KdV equation (2.2) in connection with modelling a Boussinesq 
equation for water flows. In dimensional variables, it is given as 

ݐߜݑߜ  + ඥ݃ܪ ݔߜݑߜ + ݑ32 ݔߜݑߜ + ଶ6ܪ ඥ݃ܪ ଷݐߜݑଷߜ = 0 
 

(4.20)  

(H here is the depth of water), to investigate numerical solution procedures for dispersive wave equations. With 
reference to equation (2.2), he has illustrated a new approach to finite difference methods used in the spatial 
approximation of the equation. 

Spatial Discretisation 

The KdV equation (4.20) is rewritten in an easy form before being applied for use in the spatial approximations 

ሶݑ  = ݔߜ݂ߜ− − ߫  ଷݔߜݑଷߜ
  

 (4.21) 

where 
ሶݑ  = ݐߜݑߜ−	 ܽ݊݀ ݂ = ݑܽ + 2ܾ ଶݑ .   

The problem domain is	ݔ ∈ [ ଵܺ, ܺଶ] and ݐ	 ∈ [0, ܶ]. The three sets of initial conditions for the time integration 
are evaluated at t = 0. 

Outline of the Basic Methodologies 
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As usual the spatial domain of the problem ݔ ∈ [ ଵܺ, ܺଶ] is covered with a set of N + 1 equally spaced points {ݔଵ, ,ଶݔ … , ,ேݔ  ேାଵ}, whereݔ
௡ݔ  = ଵܺ + (݊ − 1)Δݔ, 1 ≤ ݊ ≤ ܰ + 1																			 Δݔ = ଶݔ − ଵܰݔ  

    

  

Spatial derivatives are then approximated directly at a given point by using Taylor series expansions in space in 
order to relate the derivative at that point to adjacent nodal solution values. This leads to a global equation 
system with a banded matrix structure. 

Equation (4.21) contains first, second and third spatial derivatives. With respect to the space step, finite 
difference approximations of second and fourth order accuracy are shown in the following equations below and 
for accuracy of these expressions the leading truncation error terms from the Taylor series approximations are 
also included. 

For the first spatial derivatives 
 
 
 
 

ݔ݂݀݀																				 (௡ݔ) = 12Δݔ ( ௡݂ାଵ − ௡݂ିଵ) − 16 (Δݔ)ଶ ݀ଷ݂݀ݔଷ (௡ݔ) + ܱ((Δݔ)ସ)
ݔ݂݀݀																				 (௡ݔ) = 112Δݔ ( ௡݂ିଶ − 8 ௡݂ିଵ + 8 ௡݂ାଵ − ௡݂ାଶ) − 190 (Δݔ)ସ ݀ହ݂݀ݔହ (௡ݔ) + ܱ((Δݔ)଺)		 

 

(4.22)  

  

(4.23)  

For the second spatial derivatives 

 
 
 
 

																				݀ଶ݂݀ݔଶ (௡ݔ) = 1(Δݔ)ଶ ( ௡݂ିଶ − 2 ௡݂ + ௡݂ିଵ) − 112 (Δݔ)ଶ ݀ସ݂݀ݔସ (௡ݔ) + ܱ((Δݔ)ସ				) ݀ଶ݂݀ݔଶ (௡ݔ) = 112(Δݔ)ଶ (− ௡݂ିଶ + 16 ௡݂ିଵ − 30 ௡݂ + 16 ௡݂ିଵ − ௡݂ିଶ) 
+	 190 (Δݔ)ସ ݀଺݂݀ݔ଺ (௡ݔ) + ܱ((Δݔ)଺)  

(4.24)  

  

 

 

(4.25)  

For the third spatial derivatives 
 

 

 

 

													݀ଷ݂݀ݔଷ (௡ݔ) = 12(Δݔ)ଷ (− ௡݂ିଶ + 2 ௡݂ିଵ− 2 ௡݂ାଵ + ௡݂ାଶ) − 760 (Δݔ)ଶ ݀ହ݂݀ݔହ (௡ݔ) + ܱ((Δݔ)ସ)	 ݀ଷ݂݀ݔଷ (௡ݔ) = 18(Δݔ)ଷ ( ௡݂ିଷ − 8 ௡݂ିଶ + 13 ௡݂ିଵ − 13 ௡݂ାଵ + 8 ௡݂ାଶ − ௡݂ାଷ)																		 
+	 7120 (Δݔ)ସ ݀଻݂݀ݔ଻ (௡ݔ) + ܱ((Δݔ)଺)  

(4.26)  

  

 

 

(4.27)  

All the difference stencils shown above are centred on the node n. 

Finite Difference Methods for the KdV Equation 

It is argued that a Second order finite difference method, using stencils (4.22) and (4.26) will introduce a third 
spatial derivative where the leading truncation error term is from the first derivative of (4.22). If it is used in the 
KdV equation (4.21) this will automatically put in an additional numerical dispersion of the same type as 
appeared in the system originally and is likely to perform badly in numerical tests. 

A fully Fourth order finite difference method, using stencils (4.23) and (4.27) however will produce a scheme of 
at least fifth order derivatives in the truncation error. The KdV equation (4.21) will have a sufficient accuracy 
but at the cost of a larger support over nodes n; n – 3 to n + 3. By replacing the first derivative with the fourth 
order approximation (4.23), and the third derivative with the second order approximation (4.26), this scheme will 
be sufficiently accurate and have a smaller support over nodes n; n – 2 to n + 2. 

For the KdV equation (4.21) the finite difference scheme with the leading truncation error terms at a node n is 

 
 
 
 

ሶݑ ௡ 	= − 112Δݔ ( ௡݂ିଶ − 8 ௡݂ିଵ + 8 ௡݂ାଵ − ௡݂ାଶ) − ߫(2Δݔ)ଷ ௡ାଶݑ) − ௡ାଵݑ2 + ௡ିଵݑ2 − 	−																						(௡ିଶݑ 7߫60 (Δݔ)ଶ ݀ହ݂݀ݔହ (௡ݔ) + 190 (Δݔ)ସ ݀ହ݂݀ݔହ (௡ݔ)  

     
  
(4.28)  
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This scheme is only second-order accurate but should not produce significant numerical dispersion. 

To apply equation (4.28) into the KdV equation (2.2), for ݂ = ݑܽ +	 మ್	ݑଶ, a is taken to be 0 and b is 6, 

therefore ݂ = ଶݑ3 . With substitution of ݂ = ,ଶݑ3 ߫ = 1, ሶݑ	 ௡ = ௨೙೘శభି௨೙೘୼௧  and excluding the leading 

truncation error terms, equation (4.28) becomes 

 

 

 

 

݉݊ݑ +1 	= ݉݊ݑ − 112 ΔݐΔݔ ௡ିଶ௠ݑ)3] )ଶ − ௡ିଵ௠ݑ)3)8 )ଶ) + ௡ାଵ௠ݑ)3)8 )ଶ − ௡ାଶ௠ݑ)3 )ଶ]		
																	 −	 Δݐ(2Δݔ)ଷ ௡ାଶ௠ݑ) − ௡ାଵ௠ݑ2 + ௡ିଵ௠ݑ2 − ௡ିଶ௠ݑ )  

     

  

(4.29)  

For the KdV equation (3.1) where a = 0 and b = 1, hence ݂ = ଵଶ ߫ and	ଶݑ = 1, equation (4.28) will be  

௡௠ାଵݑ  	= ௡௠ݑ − 112 ΔݐΔݔ	൤12 ௡ିଶ௠ݑ) )ଶ − ௡ିଵ௠ݑ)4 )ଶ + ௡ାଵ௠ݑ)4 )ଶ − 12 ௡ାଶ௠ݑ) )ଶ൨	
													 			−	 ଷ(ݔ2Δ)ݐଶΔߜ ௡ାଶ௠ݑ) − ௡ାଵ௠ݑ2 + ௡ିଵ௠ݑ2 − ௡ିଶ௠ݑ ) 

     

  

(4.30)  

The Walkley scheme had a 3rd order ݑݑ௫௫	 approximation to avoid polluting the dispersive term ݑݑ௫௫௫	approximation. It is first-order in time. For Fourier stability using the linearised equation, it has the 
amplification factor of 

	ߦ  = 1 − ߙ ቆ3݅	 sin ݇Δݔ + 2݅ sin ݇Δݔ ൬sinଶ 12 ݇Δݔ൰ቇ + ߚ ቆ2݅ sin ݇Δݔ ൬sinଶ 12 ݇Δݔ൰ቇ 
    

    

where ߙ = ଴ݑ2 ୼௧୼௫ and ߚ = 2 ୼௧(୼௫)య	. 
ξ is always outside the unit circle because all terms except the first are imaginary, so absolutely unstable ∀݇. 

We have come to a conclusion that, even though the Walkley scheme is linearly Fourier unstable, since the KdV 
equation applied to this scheme is nonlinear in nature therefore the nonlinearity keeps them stable. Linear 
stability theory is therefore unreliable.  

The Walkley scheme works well, just like that of the Zabusky and Kruskal scheme and also the Lax-Wendroff 
scheme. It produces the same curves for Figure 4.15 with the first set of initial condition i.e. u(x, t) = cos (π x). 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4.15. Walkley Scheme as initial condition and δ = 0.022 
Note: Initial profile at t = 0 (indicated by the ‘…..’ line); profile at ݐ = భഏ (indicated by the ‘ ̶̶̶̶ ̶̶̶ ̶ ̶̶̶̶ ̶̶̶̶ ‘ line); profile at ݐ = య.లഏ 	(indicated by the ‘- - -‘ line); and ∆x = 0.01, ∆t = 0.00001 are used. 
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Figure 4.16 shows the results for the second set of initial condition i.e.ݔ)ݑ, 0) = 2݇ଶ sechଶ(݇ݔ). It can be seen 
that the curves for Figure 4.16(a), (b) and (c) still conserve mass, has no decrease in height and spread out 
consistently. More runtime is needed here in order to produce no oscillations to the curves. 

 

 

 

 

 

 

 
 

 

 

Figure 4.16. 1 – Soliton Solution for Walkley Scheme on the interval [-20, 20] 

Note: Figure 4.13(a) amplitude = 1, ∆x = 0.1739, ∆t = 0.00001; Figure 4.13(b) amplitude = 2, ∆x = 0.08, ∆t = 
0.000001; and Figure 4.13(c) amplitude = 4, ∆x = 0.05, ∆t = 0.0000001. 

 

Applying the third initial condition of equation (3.4) with two different sets of parameters, Figures 4.17(a) and (b) 
are produces. For the last figures of 4.17(a) and (b) the tow solitons move further apart and since periodic 
boundary condition on the interval [-20, 20] is used, they will collide in time and their original shapes will be 
preserved. Again, blips or humps are left in the middle but in reality it is non-existent. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.17. Separation into Two Soliton for Walkley Scheme when they are allowed to separate on the interval 

[-20, 20]. 
Note: Figure 4.17(a) Parameter 1: amplitudes = భమ and 1, ∆x = 0.12, ∆t = 0.0000001; and Figure 4.17(b) 

Parameter 2: amplitudes = భమ and ఱమ, ∆x = 0.06, ∆t = 0.0000001. 
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5. Conclusions and Remarks 

For this study, two types of Korteweg-de Vries equation were investigated (equations (2.2) and (3.1)) which 
represents the simplest possible nonlinear dispersive equations. The two types of equations were used as exact 
solutions of the initial condition. Not only the initial value problem for the cos and sech² functions for the 1 – 
Soliton solution were analysed, a Two-Soliton solution with different values of parameters was also studied. 
Periodic boundary condition were implemented for all the computations beginning at t = 0 and ending at t = T. 

According to the approach given by the initial conditions stated in Section 3, our main interest was to analyse 
which explicit scheme performs well when implemented to the KdV equation to produce the best soliton solution. 
We have concluded after comparing the four explicit schemes, the best scheme was the Zabusky and Kruskal 
scheme since it is a two-step scheme, which uses the explicit leapfrog finite difference scheme. Zabusky and 
Kruskal’s scheme was good for low amplitudes and less running time was needed than the other three explicit 
schemes.  

The use of all the explicit schemes leads to irregular solitons, which makes the wave pattern more and more 
unrealistic in the course of time. The Lax-Wendroff scheme and Walkley scheme tie for the second best scheme. 
However, more time was needed to run the codes so no unwanted oscillations were to be detected. 

The scheme that performed the worst was no doubt the First Order Upwind Scheme. Since this scheme is of first 
order, it has a low order that dampens the amplitudes of each wave and with higher wave numbers it will be 
more severely affected. All the solitons in Figures 4.4, 4.5 and 4.6 numerically diffuse and eventually spread out 
through time. The diffusion was most noticeable in Figure 4.5(c) Although for second order schemes, i.e. 
Zabusky and Kruskal scheme and Lax-Wendroff scheme, there was not a drastic smearing of discontinuities as 
there was for the First Order Upwind Scheme, the solutions may be polluted by spurious oscillations. 

All the schemes with the separation into two solitons as the initial condition i.e ݔ)ݑ, (ݐ = 2 డమడ௫మ [log௘ ,ݔ)݂  ,[(ݐ
we observed that the blips or humps are prominent, as seen in Figures 4.6, 4.9, 4.14 and 4.17. These blips are 

non-zero effects due to numerical errors, which is also the consequence of dispersion.  
In summary, we have reviewed and considered the four classical existing schemes for the Korteweg-de Vries 
equation for each of the four schemes presented in this paper. After comparing the four explicit schemes, the best 
scheme was the Zabusky and Kruskal scheme since it is a two-step scheme, which uses the explicit leapfrog 
finite difference scheme and was good for low amplitudes and less running time was needed than the other three 
explicit schemes. Furthermore, Katuhiko Goda (1975) proposed an implicit scheme that is unconditionally stable 
for the KdV equation. He also concluded that implicit schemes often gave better results than explicit schemes. 
Therefore, further study is necessary in finding the best scheme for the KdV equation. 
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