# Two-Level Linear Programming Problems with Two Decision-Makers at the Upper Level: An Interactive Fuzzy Approach 

M. Borza ${ }^{1}$, A. S. Rambely ${ }^{1}$ \& M. Saraj ${ }^{2}$<br>${ }^{1}$ School of Mathematical Sciences, Faculty of Science \& Technology, Universiti Kebangsaan Malaysia, 43600 UKM Bangi, Selangor, Malaysia<br>${ }^{2}$ Department of Mathematics, Faculty of Mathematical Sciences \& Computer, Shahid Chamran University, Ahvaz, Iran<br>Correspondence: M. Borza, School of Mathematical Sciences, Faculty of Science \& Technology, Universiti Kebangsaan Malaysia, 43600 UKM Bangi, Selangor, Malaysia. E-mail: mborza@siswa.ukm.edu.my

Received: April 21, 2014 Accepted: June 3, 2014 Online Published: June 30, 2014
doi:10.5539/mas.v8n4p211
URL: http://dx.doi.org/10.5539/mas.v8n4p211


#### Abstract

The interactive fuzzy programming approach can be used to address two-level programming problems if a mutually cooperative relationship exists between the decision-makers. In this approach, a satisfactory solution is obtained by taking into account the minimum satisfaction level of the decision-maker at the upper level. In addition, the overall satisfaction balance between the decision-maker at the lower level and the decision-maker at the upper level must be appropriate. In this paper, interactive fuzzy programming is used to achieve a satisfactory solution for a two-level linear programming problem with two decision-makers at the upper level. The method is designed in such a way that both decision-makers at the upper level achieve their minimum satisfaction levels together with the appropriate satisfaction balance between the decision-maker at the lower level and each decision-maker at the upper level. A numerical example is given to illustrate the method. Moreover, it is indicated that a three-level program can be considered as a two-level program with two decision-makers at the upper level.
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## 1. Introduction

Two-level mathematical programming problems are used to model decision-making problems in the real scenarios of decentralized organizations (Abd El-Wahed \& Lee, 2006; Bard, 1998; Migdalas et al., 1998; Sakawa et al., 2001, 2002; Stackelberg, 1934). In the two-level programming problem, two decision-makers (DMs) make decisions successively. The DM at the upper level (leader) specifies a strategy; then the DM at the lower level (follower) subsequently specifies a strategy to optimize his or her own objective function with full knowledge of the leader's action. Finally, the leader optimizes his or her own objective function according to the rational response of the follower. The obtained solution described in this situation is a Stackelberg solution. Three categories are considered for obtaining Stackelberg solutions to the two-level linear programming problems (two-level LPPs) as the vertex enumeration approach (Bialas \& Karwan, 1984), the Kuhn-Tucker approach (Bard \& Falk, 1982; Bard \& Moore, 1990; Bialas \& Karwan, 1984; Hansen et al., 1992) and the penalty function approach (Anandalingam \& White, 1990; White \& Anandalingam, 1993).
The concept of the Stackelberg solution arises when no cooperative relationship exists between the DMs, or if these DMs do not come to an agreement even if such a cooperative relationship exists. The problem of finding a Stackelberg solution is well known and this problem is both non-convex and strongly NP hard.
Lai (1996) and Shih et al. (1996) proposed the use of fuzzy programming to obtain a solution if a cooperative relationship exists between DMs, a situation that differs from the Stackelberg solution concept. In their fuzzy approach, the membership function of the objective functions and the variables are used to obtain a satisfactory solution. Because of the inconsistency between the membership functions of variables and objective functions, this method does not always yield a desirable solution. Later, Sakawa et al. (1998), suggested an interactive fuzzy programming approach in which only the membership of the objective functions plays role in obtaining a
satisfactory solution. In this approach, the leader first specifies a minimum level of satisfaction, which is updated during the algorithm to achieve a reasonable overall satisfaction balance between the leader and the follower. Eventually, the method leads to a compromise satisfactory solution, which is also a Pareto optimal solution.
The application of the interactive fuzzy programming approach is not limited to two-level programming problems, but can be used to address multi-level programming problems, decentralized two-level programming problems, nonlinear two-level programming problems, and fuzzy two-level linear fractional programming problems (Sakawa et al., 1998, Sakawa \& Nishizaki, 2001, Sakawa \& Nishizaki, 2002, Sakawa et al., 2000, Borza et al. 2012). All of these problems have been solved with the assumption that only one DM exists at the upper level.

For a decentralized organization with three DMs the appropriate mathematical model for the organization represents a three-level programming problem with single DM at each level, or a two-level programming problem with two DMs at the upper level and single DM at the lower level; or a two-level programming problem with single DM at the upper level and two DMs at the lower level.
Bard (1984) and Wen and Bialas (1986) introduced approaches to address non-cooperative three-level linear programming problems. In the method of Bard (1984), the Stackelberg solution obtained using Kuhn-Tucker optimal conditions. While, in the method of Wen and Bialas (1986), the Stackelberg solution obtained using $K$ th best method. The non-cooperative two-level LPPs with single leader and many followers were considered by Simaan and Cruz (1973), and Anandalingam (1988). In the proposed methods, the leader optimizes the objective of self over a feasible region which is constructed by the intersection of the inducible regions made by the followers individually. The analysis of the Stackelberg solutions to the non-cooperative two-level LPPs with many leaders and single follower was studied by Sherali (1984).
The interactive fuzzy programming approaches proposed by Lai (1996), Shih et al. (1996), Sakawa et al. (1998), and Sakawa and Nishizaki (2009) can be used to find satisfactory solutions to the cooperative three-level linear programming problems. In addition, Sakawa and Nishizaki (2002) introduced an interactive fuzzy programming approach to address the cooperative two-level LPP with single leader and multiple followers. In their interactive fuzzy programming, the satisfactory solutions are obtained after passing two phases.
Under these circumstances, this paper aims to introduce an interactive fuzzy programming approach so as to obtain a satisfactory solution for the two-level LPPs with two DMs at the upper level and single DM at the lower level when a mutually cooperative relationship exists between the DMs. In the method, the minimum satisfaction levels of the leaders are updated during the algorithm to achieve an overall satisfaction balance between the follower and each leader. A numerical example is also given to illustrate the method. Additionally, it is showed that a three-level LPP can be transformed into a two-level LPP with two DMs at the upper level and single DM at the lower level. As a consequence, the proposed method can be used instead of rather difficult method introduced by Sakawa and Nishizaki (2009).

## 2. Method

The general form of a two-level LPP with two DMs at the upper level and a single DM at the lower level with a cooperative relationship established among the DMs is formulated as follows:

Problem 1

$$
\begin{aligned}
& \qquad \underset{\text { upper level }}{\operatorname{Minimize}} z_{1}\left(x_{1}, x_{2}, x_{3}\right)=c_{11} x_{1}+c_{12} x_{2}+c_{13} x_{3} \\
& \underset{\text { upper level }}{\operatorname{Minimize}} z_{2}\left(x_{1}, x_{2}, x_{3}\right)=c_{21} x_{1}+c_{22} x_{2}+c_{23} x_{3} \\
& \text { Minimize } \\
& \text { s.t } \quad A_{1} \geq 0, x_{2} \geq 0, x_{3} \geq 0
\end{aligned}
$$

where $x_{i}, i=1,2,3$ is an $n_{i}$-dimensional decision variable, $c_{i 1}, i=1,2,3$ is an $n_{1}$-dimensional constant row vector, $c_{i 2}, i=1,2,3$ is an $n_{2}$-dimensional constant row vector, $c_{i 3}, i=1,2,3$ is an $n_{3}$-dimensional constant row vector, $b$ is an $m$-dimensional constant column vector, and $A_{i}, i=1,2,3$ is an $m \times n_{i}$ constant matrix.
In the above problem, $z_{1}\left(x_{1}, x_{2}, x_{3}\right), z_{2}\left(x_{1}, x_{2}, x_{3}\right)$, and $z_{3}\left(x_{1}, x_{2}, x_{3}\right)$, respectively, represent objective functions of the upper levels, and the lower level, while $x_{1}, x_{2}$, and $x_{3}$, respectively, represent decision variables of the
upper levels, and the lower level.
First, to apply the interactive fuzzy programming approach to obtain a satisfactory solution to Problem 1, every DM must define a membership function according to his or her own fuzzy goals. In this paper, we assume that DMi for $i=1,2,3$ selects the following linear membership function $\mu_{i}\left(z_{i}\left(x=\left(x_{1}, x_{2}, x_{3}\right)\right)\right)$, which is a strictly monotonic decreasing function for $z_{i}{ }^{\min } \leq z_{i}(x) \leq z_{i}{ }^{\max }$.

$$
\mu_{i}\left(z_{i}(x)\right)=\left\{\begin{array}{cc}
0, & z_{i}(x) \geq z_{i}^{\max }  \tag{1}\\
\frac{z_{i}(x)-z_{i}^{\max }}{z_{i}^{\min }-z_{i} \max }, & z_{i}^{\min } \leq z_{i}(x) z_{i}^{\max } \\
1, & z_{i}(x) \leq z_{i}^{\min }
\end{array}\right.
$$

In the above definition, $z_{i}{ }^{\min }$ and $z_{i}^{\max }$ are fuzzy goals for $i^{t h}$ decision-maker, and can be specified by the following roles:

$$
\begin{equation*}
\text { Minimize }\left\{z_{i}(x): x \in X\right\} \quad \text { for } i=1,2,3 \tag{2}
\end{equation*}
$$

Let $x^{i}$ for $i=1,2,3$ be the solution of the $i^{t h}$ problems in (2); subsequently, to find $z_{i}^{\max }$ for $i=1,2,3$ the suggested method by Zimmermann (1978) can be used as follows:

$$
\begin{equation*}
z_{i}{ }^{\max }=\text { Maximize }\left\{z_{i}\left(x^{j}\right) \text { for } j=1,2,3 j \neq i\right\}, \text { for } i=1,2,3 \tag{3}
\end{equation*}
$$

According to the fuzzy decision making theory by Bellman and Zadeh (1970), the following addresses Problem 1:

$$
\begin{array}{ll}
\text { Maximize } & \left\{\text { minimum } \mu_{i}\left(z_{i}(x)\right) \text { for } i=1,2,3\right\} \\
\text { s.t } & A_{1} x_{1}+A_{2} x_{2}+A_{3} x_{3} \leq b \\
& x_{1} \geq 0, x_{2} \geq 0, x_{3} \geq 0
\end{array}
$$

The above problem can be transformed into the following equivalent problem using the auxiliary variable $\lambda$ as follows:
Problem 2

$$
\text { s.t } \begin{gathered}
\text { Maximize } \quad \lambda \\
\mu_{1}\left(z_{1}(x)\right) \geq \lambda, \\
\mu_{2}\left(z_{2}(x)\right) \geq \lambda, \\
\mu_{3}\left(z_{3}(x)\right) \geq \lambda, \\
0 \leq \lambda \leq 1, \\
\\
A_{1} x_{1}+A_{2} x_{2}+A_{3} x_{3} \leq b, \\
x_{1} \geq 0, x_{2} \geq 0, x_{3} \geq 0 .
\end{gathered}
$$

If both decision-makers at the upper level are satisfied with the optimal solution $\quad x^{*}$ of the above problem, then it is concluded that $\quad x^{*}$ becomes a satisfactory solution; otherwise, DM1 and DM2 specify the minimum of the decision-makers' satisfaction levels with full knowledge of the membership function value for decision-maker at the lower level. If $\hat{\delta}_{1}$ and $\hat{\delta}_{2}$ are the minimum satisfaction levels specified by DM1 and DM2, respectively, then the following problem must be solved to obtain a solution for which DM1 and DM2 are satisfied.
Problem 3

$$
\begin{array}{cc} 
& \text { Maximize } \mu_{3}\left(z_{3}(x)\right) \\
\text { s.t } & \mu_{1}\left(z_{1}(x)\right) \geq \hat{\delta}_{1}, \\
\mu_{2}\left(z_{2}(x)\right) \geq \hat{\delta}_{2}, \\
& A_{1} x_{1}+A_{2} x_{2}+A_{3} x_{3} \leq b, \\
& x_{1} \geq 0, x_{2} \geq 0, x_{3} \geq 0 .
\end{array}
$$

With the assumption that the objective functions at both levels conflict with one another, the obtained satisfaction level for DM1 and DM2 at $x^{*}$ causes the satisfaction level of the DM3 to decrease, and consequently, this reduction may not be desirable for the DM3 at the lower level, who acts in cooperation with DM1 and DM2. To overcome this problem, the ratio $\Delta=\frac{\mu_{\text {lower level }}}{\mu_{\text {upper level }}}$ introduced by Lai (1996) is used to adjust the satisfaction levels
between the DMs for two-level linear programming problems with single decision-maker at both levels.
In Problem 1, because two decision-makers are presented at the upper level, according to the idea of Lai (1996), the two ratios $\Delta_{31}=\frac{\mu_{3}\left(z_{3}(x)\right)}{\mu_{1}\left(z_{1}(x)\right)}$ and $\Delta_{32}=\frac{\mu_{3}\left(z_{3}(x)\right)}{\mu_{2}\left(z_{2}(x)\right)}$ must be defined for solution $x$ to adjust the satisfaction levels between the DMs for a two-level linear programming problem with two decision-makers at the upper level and single DM at the lower level. Let $\left[\Delta_{\mathrm{L} 31}, \Delta_{\mathrm{U} 31}\right.$ ] and $\left[\Delta_{\mathrm{L} 32}, \Delta_{\mathrm{U} 32}\right.$ ] be the desirable domains for $\Delta_{31}$ and $\Delta_{32}$ specified by DM1 and DM2, respectively and $x^{*}$ be the optimal solution obtained of Problem 3. If $\Delta_{31} \in$ $\left[\Delta_{\mathrm{L} 31}, \Delta_{\mathrm{U} 31}\right]$ and $\Delta_{32} \in\left[\Delta_{\mathrm{L} 32}, \Delta_{\mathrm{U} 32}\right], x^{*}$ becomes a satisfactory solution and the interactive fuzzy process stops. Otherwise, the values of $\hat{\delta}_{1}$ and $\hat{\delta}_{2}$ must be updated. The following procedure, which is derived directly from Lai (1996), needs to be considered to update the values of $\hat{\delta}_{1}$ and $\hat{\delta}_{2}$,
[Procedure 1 to update the values of $\hat{\delta}_{1}$ and $\hat{\delta}_{2}$ ]
If no feasible solution exists for Problem 3 for minimal satisfaction levels $\hat{\delta}_{1}$ and $\hat{\delta}_{2}$, then DM1 and DM2 decrease their value of $\hat{\delta}_{1}$ and $\hat{\delta}_{2}$, respectively.
If $\Delta_{31}<\Delta_{\mathrm{L} 31}$ and $\Delta_{32} \in\left[\Delta_{\mathrm{L} 32}, \Delta_{\mathrm{U} 32}\right]$, the value of $\hat{\delta}_{1}$ is increased by DM1.
If $\Delta_{31}>\Delta_{\mathrm{U} 31}$ and $\Delta_{32} \in\left[\Delta_{\mathrm{L} 32}, \Delta_{\mathrm{U} 32}\right]$, DM1 decreases the value of $\hat{\delta}_{1}$.
If $\Delta_{32}<\Delta_{\mathrm{L} 32}$ and $\Delta_{31} \in\left[\Delta_{\mathrm{L} 31}, \Delta_{\mathrm{U} 31}\right]$, DM2 increases the value of $\hat{\delta}_{2}$.
If $\Delta_{32}>\Delta_{\mathrm{U} 32}$ and $\Delta_{31} \in\left[\Delta_{\mathrm{L} 31}, \Delta_{\mathrm{U} 31}\right]$, DM2 decreases the value of $\hat{\delta}_{2}$.
If $\Delta_{31}<\Delta_{\mathrm{L} 31}$ and $\Delta_{32}<\Delta_{\mathrm{L} 32}$, DM1 and DM2 increase the values of $\hat{\delta}_{1}$ and $\hat{\delta}_{2}$, respectively.
If $\Delta_{31}>\Delta_{\mathrm{U} 31}$ and $\Delta_{32}>\Delta_{\mathrm{U} 32}$, the values of $\hat{\delta}_{1}$ and $\hat{\delta}_{2}$ are decreased by DM1 and DM2, respectively.
If $\Delta_{31}<\Delta_{\mathrm{L} 31}$ and $\Delta_{32}>\Delta_{\mathrm{U} 32}$, the value of $\hat{\delta}_{1}$ is increased by DM1 and the value of $\hat{\delta}_{2}$ is decreased by DM2. If $\Delta_{31}>\Delta_{\mathrm{U} 31}$ and $\Delta_{32}<\Delta_{\mathrm{L} 32}$, the value of $\hat{\delta}_{1}$ is decreased by DM1and the value of $\hat{\delta}_{2}$ is increased by DM2.
Because of many comparisons, using Procedure 1 may be encompasses some difficulties in practice.
Introducing an easier procedure is the main idea of this paper. To do this, with the assumption that $x^{*}$ is the optimal solution of Problem 3, we subsequently define:

$$
\begin{align*}
{\left[\Delta_{L}, \Delta_{U}\right] } & =\left[\Delta_{L 31}, \Delta_{U 31}\right] \cap\left[\Delta_{L 32}, \Delta_{U 32}\right],  \tag{4}\\
\Delta_{\max } & =\frac{\mu_{3}\left(z_{3}\left(x^{*}\right)\right)}{\min \left\{\mu_{1}\left(z_{1}\left(x^{*}\right)\right), \mu_{2}\left(z_{2}\left(x^{*}\right)\right)\right\}},  \tag{5}\\
\Delta_{\min } & =\frac{\mu_{3}\left(z_{3}\left(x^{*}\right)\right)}{\max \left\{\mu_{1}\left(z_{1}\left(x^{*}\right)\right), \mu_{2}\left(z_{2}\left(x^{*}\right)\right)\right\}} . \tag{6}
\end{align*}
$$

Remark 1. It is inferred from definitions of $\Delta_{\max }^{l}$ and $\Delta_{\min }^{l}$ that $\Delta_{31} \in\left[\Delta_{\mathrm{L} 31}, \Delta_{\mathrm{U} 31}\right]$ and $\Delta_{32} \in\left[\Delta_{\mathrm{L} 32}, \Delta_{\mathrm{U} 32}\right]$ if and only if $\Delta_{\max }^{l} \in\left[\Delta_{L}, \Delta_{U}\right]$ and $\Delta_{\text {min }}^{l} \in\left[\Delta_{L}, \Delta_{U}\right]$.
In accordance with the values of $\Delta_{\max }$ and $\Delta_{\min }$ obtained from relations (5) and (6), DM1 and DM2 must update levels of their satisfactions, according to the following procedure:
[Procedure 2 to update the minimal satisfactory levels $\hat{\delta}_{1}$ and $\hat{\delta}_{2}$ ]
If no feasible solution exists for Problem 3 for a minimal satisfaction level $\hat{\delta}_{1}$ and $\hat{\delta}_{2}$, then DM1 and DM2 decrease their value of $\hat{\delta}_{1}$ and $\hat{\delta}_{2}$, respectively.
If $\Delta_{\max }>\Delta_{U}$, then the decision-maker at the upper level with a minimum value of membership function must increase his or her own minimum satisfaction level.
If $\Delta_{\text {min }}<\Delta_{L}$, then the decision-maker at the upper level with a maximum value of the membership function must decrease his or her minimum satisfaction level.
If $\Delta_{\max }<\Delta_{L}$, then both decision-makers at the upper level must decrease the values of their minimum satisfaction level.
If $\Delta_{\text {min }}>\Delta_{u}$, then both decision-makers at the upper level must increase the values of their minimum satisfaction
level.
For the updated values $\hat{\delta}_{1}$ and $\hat{\delta}_{2}$, Problem 3 must be resolved and the ratios $\Delta_{\max }$ and $\Delta_{\min }$ must be checked again for the obtained optimal solution. Additionally, the above procedure needs to be repeated until the values of $\Delta_{\max }$ and $\Delta_{\min }$ lie in the interval $\left[\Delta_{L}, \Delta_{U}\right]$.
At iteration $l$, let $\mu_{1}\left(z_{1}^{l}\right), \mu_{2}\left(z_{2}^{l}\right), \mu_{3}\left(z_{3}^{l}\right), \Delta_{\max }^{l}=\frac{\mu_{3}\left(z_{3}^{l}\right)}{\min \left\{\mu_{1}\left(z_{1}^{l}\right), \mu_{2}\left(z_{2}^{l}\right)\right\}}$ and $\Delta_{\min }^{l}=\frac{\mu_{3}\left(z_{3}^{l}\right)}{\max \left\{\mu_{1}\left(z_{1}^{l}\right), \mu_{2}\left(z_{2}^{l}\right)\right\}}$ denote the degrees of satisfaction of DM1, DM2 and DM3, the ratio of satisfaction degree of the follower to the minimum satisfaction degree of the leaders, and the ratio of satisfaction degree of the follower to the maximum value of satisfaction degree of the leaders, respectively. Let the solution be $x^{l}$ at iteration $l$. The interactive process terminates if the following two conditions are satisfied, and DM1 and DM2 yield the overall satisfactory solution. [Termination conditions of the interactive process]
Condition 1: The minimal satisfaction levels of DM1 and DM2 must be greater than $\hat{\delta}_{1}$ and $\hat{\delta}_{2}$, respectively. (i.e., $\mu_{1}\left(z_{1}^{l}\right) \geq \hat{\delta}_{1}$ and $\left.\mu_{2}\left(z_{2}^{l}\right) \geq \hat{\delta}_{2}\right)$.
Condition 2: $\Delta_{\text {max }}^{l} \in\left[\Delta_{L}, \Delta_{U}\right]$ and $\Delta_{\text {min }}^{l} \in\left[\Delta_{L}, \Delta_{U}\right]$.
Proposition 1. Solution obtained of the interactive fuzzy programming introduced in the above is a Pareto optimal solution.
Proof. Let $x^{l}$ be an unique optimal solution of Problem 3obtained in iteration $l$. If $x^{l}$ is not a Pareto optimal solution for Problem 1. Therefore, there exists feasible point $\tilde{x}$ such that $z_{j}(\tilde{x})<z_{j}\left(x^{l}\right)$ for some $j$ and $z_{i}(\tilde{x}) \leq z_{i}\left(x^{*}\right)$, for $i=1,2,3, i \neq j$. Due to the fact that $\mu_{i}\left(z_{i}(x)\right)$ is a monotone decreasing function for $z_{i}(x)$, accordingly, we have:
$\mu_{i}\left(z_{i}(\tilde{x})\right) \geq \mu_{i}\left(z_{i}\left(x^{l}\right)\right) \geq \hat{\delta}_{i}$, for $i=1,2,3, i \neq j$ and $\mu_{j}\left(z_{j}(\tilde{x})\right)>\mu_{j}\left(z_{j}\left(x^{l}\right)\right) \geq \hat{\delta}_{j}$. This is a contradiction to uniqueness optimality of $x^{l}$ for Problem 3.
Remark 2. The following problem needs to be considered to check the uniqueness of $x^{l}$ obtained from Problem 3. (Sakawa 1993).

$$
\begin{array}{cc}
\text { Maximize } \quad \epsilon_{1}+\epsilon_{2}+\epsilon_{3} \\
\text { s.t } & z_{1}(x)+\epsilon_{1} \leq z_{1}\left(x^{l}\right), \\
z_{2}(x)+\epsilon_{2} \leq z_{2}\left(x^{l}\right), \\
z_{3}(x)+\epsilon_{3} \leq z_{3}\left(x^{l}\right), \\
A_{1} x_{1}+A_{2} x_{2}+A_{3} x_{3} \leq b, \\
\epsilon_{1} \geq 0, & \epsilon_{2} \geq 0, \epsilon_{3} \geq 0, x_{1} \geq 0, x_{2}, x_{3} \geq 0
\end{array}
$$

Let an optimal solution of the above problem be $(\bar{x}, \bar{\epsilon})$ where $\bar{\epsilon}=\left(\bar{\epsilon}_{1}, \bar{\epsilon}_{2}, \bar{\epsilon}_{3}\right)$. If $\bar{\epsilon}=0$ then $x^{l}$ is a Pareto optimal solution for Problem 3, otherwise $\bar{x}$ is a Pareto optimal solution.

## 3. Numerical Example

The following two-level linear programming problem with two decision-makers at the upper level is solved to illustrate the proposed method. All data are taken from Sakawa and Nishizaki (2009).
Problem 4

$$
\begin{array}{cc} 
& \min _{\text {upper level }} \\
& \sum_{i=1}^{15} c_{1 i} x_{i} \\
& \min _{\text {upper level }}
\end{array} \sum_{i=1}^{15} c_{2 i} x_{i}
$$

Table 1. The coefficients of Problem 4

| $\boldsymbol{i}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{c}_{\mathbf{1 i}}$ | -49 | -5 | -45 | -5 | -34 | -16 | -33 | -19 | -12 | -21 | -7 | -23 | -12 | -8 | -11 |  |
| $\boldsymbol{c}_{\mathbf{2 i}}$ | -12 | -10 | -4 | -19 | -10 | -30 | -25 | -49 | -18 | -37 | -17 | -13 | -24 | -15 | -10 |  |
| $\boldsymbol{c}_{3 \boldsymbol{i}}$ | -25 | -7 | -31 | -12 | -24 | -12 | -5 | -4 | -33 | -6 | -41 | -22 | -37 | -14 | -23 |  |
| $\boldsymbol{A}_{\boldsymbol{i}}$ | 46 | -29 | -48 | 31 | 21 | -47 | -37 | 37 | 32 | 19 | 21 | 2 | -11 | -35 | -2 | $\boldsymbol{b}$ |
|  | 0 | 39 | 12 | -14 | 29 | -42 | -26 | 42 | 31 | -19 | -25 | 6 | 4 | 2 | 5 | 0 |
|  | 38 | -27 | 5 | -31 | 14 | -38 | -29 | -5 | -47 | 49 | -45 | -45 | 5 | 10 | -40 | -111 |
|  | -26 | 16 | 44 | 6 | 19 | 17 | 27 | 32 | 17 | -6 | -27 | 1 | 18 | -6 | 15 | 88 |
|  | -48 | 13 | 2 | -33 | 19 | 22 | -35 | 27 | -35 | -35 | -26 | -16 | 37 | 47 | -2 | -37 |
|  | 9 | -6 | 12 | -17 | -32 | -8 | 24 | -24 | 45 | -31 | 16 | -9 | -19 | 17 | 44 | 12 |
|  | -9 | 2 | -16 | 8 | 32 | -6 | -25 | -25 | -8 | 4 | 23 | 41 | 30 | 36 | 11 | 45 |
|  | 24 | 30 | 42 | -26 | 16 | 19 | -18 | -18 | 9 | -34 | -46 | 30 | 3 | -1 | -45 | -8 |
|  | -26 | -8 | 0 | 41 | -42 | -19 | 13 | -42 | 49 | -27 | 4 | -2 | -12 | 24 | -33 | -47 |
|  | -29 | 16 | -16 | -4 | 18 | 45 | -8 | 21 | 6 | 47 | 43 | 46 | 26 | 22 | -5 | 136 |
|  | -7 | 1 | -3 | 38 | 18 | -43 | -15 | 31 | -34 | 23 | -35 | -34 | 20 | -15 | -26 | -48 |
|  | -12 | 4 | 47 | 0 | -4 | -18 | -19 | 28 | 47 | -36 | -45 | 20 | 40 | 3 | -15 | 19 |
|  | -12 | -46 | 11 | -47 | -47 | 19 | 30 | 50 | 12 | -24 | 13 | 20 | -43 | -8 | 20 | -31 |
|  | 5 | -2 | 37 | 38 | 0 | 12 | -34 | 34 | 28 | -40 | -18 | 33 | 39 | 14 | 2 | 88 |
|  | 49 | 41 | 3 | 12 | -48 | 15 | 12 | 32 | 31 | -28 | -25 | -23 | -6 | -25 | -15 | 14 |
|  | -17 | -6 | 34 | 21 | 11 | 5 | -28 | -46 | -15 | 9 | 12 | 49 | 4 | -17 | -47 | -18 |

To identify the membership functions of the fuzzy goals for the objective functions, three individual minimization problems of the three decision-makers are solved at the beginning of the procedure. The individual minima and the corresponding optimal solution are shown in Table 2.

Table 2. Optimal Solutions to individual problems

|  | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ | $x_{9}$ | $x_{10}$ | $x_{11}$ | $x_{12}$ | $x_{13}$ | $x_{14}$ | $x_{15}$ | $z_{i}^{\min }$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DM1 | 3.18 | 0 | 0 | 1 | 3.46 | 2.24 | 4.08 | 0 | 0 | 0.30 | 1.56 | 0 | 0 | 0.93 | 0 | -475 |
| DM2 | 2.72 | 0 | 0 | 2.22 | 2.56 | 1.64 | 4.41 | 0 | 0 | 1.05 | 1.28 | 0 | 0 | 1.55 | 0 | -345 |
| DM3 | 2.63 | 0 | 0.88 | 0.61 | 2.41 | 1.61 | 3.09 | 0 | 0 | 0.26 | 2.21 | 0 | 1.1 | 0 | 0 | -327 |

Suppose that the decision-makers employ the linear membership function (1) whose parameters are determined by relations (2) and (3). Subsequently, one finds that $\left(z_{1}^{\min }, z_{1}^{\max }\right)=(-474.6844,-414.4563),\left(z_{2}^{\min }, z_{2}^{\max }\right)=$ $(-344.4466,-296.4661)$ and $\left(z_{3}^{\min }, z_{3}^{\max }\right)=(-327.4543,-279.0825)$, and maximization of Problem 2 for this problem can be written as:
Problem 5

## Maximize $\lambda$

s.t

$$
\begin{gathered}
\left(z_{1}(x)+414.4563\right) /(-474.6844+414.4563) \geq \lambda \\
\left(z_{2}(x)+296.4661\right) /(-344.4466+296.4661) \geq \lambda \\
\left(z_{3}(x)+279.0825\right) /(-327.4543+279.0825) \geq \lambda \\
x \in S
\end{gathered}
$$

where $S$ denotes the feasible region of Problem 4. The result of the first iteration, including an optimal solution to Problem 5, is shown in Table 3.

Table 3. Iteration 1

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ | $x_{9}$ | $x_{10}$ | $x_{11}$ | $x_{12}$ | $x_{13}$ | $x_{14}$ | $x_{15}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2.71 | 0 | 0.73 | 2.06 | 2.42 | 1.73 | 3.57 | 0 | 0 | 0.91 | 1.67 | 0 | 0 | 1.24 | 0 |
| $z_{1}^{1}$ | $z_{2}^{1}$ | $z_{3}^{1}$ | $\mu_{1}\left(z_{1}^{1}\right)$ | $\mu_{2}\left(z_{2}^{1}\right)$ | $\mu_{3}\left(z_{3}^{1}\right)$ |  |  |  |  |  |  |  |  |  |
| -444 | -320.3 | -303.1 | 0.498 | 0.498 | 0.498 |  |  |  |  |  |  |  |  |  |

Suppose that DM1 and DM2 are not satisfied with the solution obtained in iteration 1, taking into account the result of the first iteration, they subsequently specify their minimum satisfaction levels at $\hat{\delta}_{1}=0.75$ and $\hat{\delta}_{2}=0.7$. Moreover, suppose that DM1 and DM2 specify $\left[\Delta_{L 31}, \Delta_{U 31}\right]=[0.6,0.8]$ and $\left[\Delta_{L 32}, \Delta_{U 32}\right]=$ $[0.6,0.75]$, taking into account the result of the first iteration. According to relation (4), $\left[\Delta_{L}, \Delta_{U}\right]=[0.6,0.75]$.
The problem with the minimum satisfaction levels (3) is written as follows:
Problem 6

$$
\begin{array}{lc} 
& \text { Maximize } \mu_{3}\left(z_{3}(x)\right) \\
\text { s.t } & \\
& \left(z_{1}(x)+414.4563\right) /(-474.6844+414.4563) \geq 0.75 \\
& \left(z_{2}(x)+296.4661\right) /(-344.4466+296.4661) \geq 0.7
\end{array}
$$

$$
x \in S .
$$

The result of the second iteration including an optimal solution to Problem 6 is shown in Table 4.

Table 4. Iteration 2

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ | $x_{9}$ | $x_{10}$ | $x_{11}$ | $x_{12}$ | $x_{13}$ | $x_{14}$ | $x_{15}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2.93 | 0.00 | 0.009 | 1.67 | 2.96 | 1.91 | 4.25 | 0 | 0 | 0.711 | 1.41 | 0 | 0 | 1.26 | 0 |
| $z_{1}^{2}$ | $z_{2}^{2}$ | $z_{3}^{2}$ | $\mu_{1}\left(z_{1}^{2}\right)$ | $\mu_{2}\left(z_{2}^{2}\right)$ | $\mu_{3}\left(z_{3}^{2}\right)$ | $\Delta_{\max }^{2}$ | $\Delta_{\min }^{2}$ |  |  |  |  |  |  |  |
| -459 | -330 | -289 | 0.75 | 0.7 | 0.211 | 0.3 | 0.28 |  |  |  |  |  |  |  |

In the second iteration, the satisfaction degree $\mu_{1}\left(z_{1}^{2}\right)=0.75$ of DM1 becomes equal to the minimum satisfaction level 0.75 , and $\mu_{2}\left(z_{2}^{2}\right)=0.7$ of DM2 becomes equal to the minimum satisfaction level 0.7 , but the ratio $\Delta_{\text {max }}^{2}=0.3014$ is not in interval $[0.6,0.75]$. Therefore, this solution does not satisfy the second condition for termination of the interactive process. Because $\Delta_{\max }^{2}<\Delta_{L}$, both the minimum satisfaction levels of DM1 and DM2 must be decreased. Suppose that DM1 and DM2 update their minimum satisfaction levels at $\hat{\delta}_{1}=0.65$ and $\hat{\delta}_{2}=0.6$, respectively. Then, the problem with the revised minimal satisfactory levels (3) is subsequently solved, and the result of the third iteration is shown in Table 5.

Table 5. Iteration 3

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ | $x_{9}$ | $x_{10}$ | $x_{11}$ | $x_{12}$ | $x_{13}$ | $x_{14}$ | $x_{15}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2.8453 | 0 | 0.3 | 1.8161 | 2.7519 | 1.8469 | 3.9527 | 0 | 0 | 0.7 | 1.5 | 0 | 0 | 1.2 | 0 |
| $z_{1}^{3}$ | $z_{2}^{3}$ | $z_{3}^{3}$ | $\mu_{1}\left(z_{1}^{3}\right)$ | $\mu_{2}\left(z_{2}^{3}\right)$ | $\mu_{3}\left(z_{3}^{3}\right)$ | $\Delta_{\max }^{3}$ | $\Delta_{\min }^{3}$ |  |  |  |  |  |  |  |
| -453 | -325 | -295 | 0.65 | 0.6 | 0.344 | 0.5733 | 0.529 |  |  |  |  |  |  |  |

In the third iteration, the ratio $\Delta_{\max }^{3}=0.5733$ is not in the interval $[0.6,0.75]$. Therefore, this solution does not satisfy the second condition of termination of the interactive process. Because $\Delta_{\text {max }}^{3}<\Delta_{L}$, both minimal satisfactory levels of DM1 and DM2 must be decreased. Suppose that DM1 and DM2 update their minimal satisfactory levels at $\hat{\delta}_{1}=0.62$ and $\hat{\delta}_{2}=0.58$, respectively. The problem with the revised minimal satisfactory levels (3) is subsequently solved, and the result of the fourth iteration is shown in Table 6.

Table 6. Iteration 4

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ | $x_{9}$ | $x_{10}$ | $x_{11}$ | $x_{12}$ | $x_{13}$ | $x_{14}$ | $x_{15}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2.8184 | 0 | 0.4 | 1.8646 | 2.6875 | 1.8237 | 3.8769 | 0 | 0 | 0.8 | 1.5 | 0 | 0 | 1.2 | 0 |
| $z_{1}^{3}$ | $z_{2}^{3}$ | $z_{3}^{3}$ | $\mu_{1}\left(z_{1}^{3}\right)$ | $\mu_{2}\left(z_{2}^{3}\right)$ | $\mu_{3}\left(z_{3}^{3}\right)$ | $\Delta_{\max }^{3}$ | $\Delta_{\min }^{3}$ |  |  |  |  |  |  |  |
| -451 | -324 | -297 | 0.62 | 0.58 | 0.37 | 0.645 | 0.6 |  |  |  |  |  |  |  |

In the fourth iteration, the satisfaction degree $\mu_{1}\left(z_{1}^{4}\right)=0.62$ of DM1 becomes equal to the minimum satisfaction level 0.62 , and $\mu_{2}\left(z_{2}^{4}\right)=0.58$ of DM2 becomes equal to the minimal satisfactory level 0.58 , and the ratios $\Delta_{\text {max }}^{4}=0.6453$ and $\Delta_{\text {min }}^{4}=0.6037$ are both in the interval $[0.6,0.75]$. Therefore, this solution satisfies the termination conditions of the interactive process, and becomes a satisfactory solution to Problem 4.

## 4. Three-Level Programming

In this section, the three-level linear programming problem is addressed using two different interactive fuzzy programming approaches.
The general form of a three-level linear programming problem is given as following:
Problem 7

$$
\begin{gathered}
\text { Minimize }_{\text {level } 1(D M 1)} z_{1}\left(x_{1}, x_{2}, x_{3}\right)=c_{11} x_{1}+c_{12} x_{2}+c_{13} x_{3} \\
\underset{\text { level } 2(D M 2)}{\operatorname{Minimize}} z_{2}\left(x_{1}, x_{2}, x_{3}\right)=c_{21} x_{1}+c_{22} x_{2}+c_{23} x_{3} \\
\underset{\text { level } 3(D M 3)}{\operatorname{Minimize}} z_{3}\left(x_{1}, x_{2}, x_{3}\right)=c_{31} x_{1}+c_{32} x_{2}+c_{33} x_{3} \\
\text { s.t } \quad A_{1} x_{1}+A_{2} x_{2}+A_{3} x_{3} \leq b \\
x_{1} \geq 0, x_{2} \geq 0, x_{3} \geq 0
\end{gathered}
$$

To begin with, the fuzzy goals and membership functions need to be specified by the decision- makers in order to apply interactive fuzzy programming. In this section, the membership functions and fuzzy goals are identified in accordance with relations (1), (2), and (3).

### 4.1 An Interactive Fuzzy Programming Approach

In this subsection, the interactive fuzzy programming approach introduced by Sakawa and Nishizaki (2009) is given to address Problem 7. In their interactive fuzzy approach, Problem 2 is formulated for Problem 7 to find an initial satisfactory solution. In addition, enough knowledge about the membership function values of the objectives are provided which help the decision-makers at levels 1 and 2 to identify minimal satisfaction degrees for selves. Additionally, suitable upper and lower bounds are specified for ratios $\Delta_{21}=\frac{\mu_{2}\left(z_{2}(x)\right)}{\mu_{1}\left(z_{1}(x)\right)}$ and $\Delta_{32}=\frac{\mu_{3}\left(z_{3}(x)\right)}{\mu_{2}\left(z_{2}(x)\right)}$ by decision-makers at levels 1 and 2, respectively.
Let $\hat{\delta}_{1}$ and $\hat{\delta}_{2}$ be the minimal satisfaction degrees of the decision-makers at levels 1 and 2 , respectively. Moreover, assume that decision-maker at level 1 specifies $\Delta_{L 21}$ and $\Delta_{U 21}$ as the lower and upper bounds for $\Delta_{21}=\frac{\mu_{2}}{\mu_{1}}$, respectively, while decision-maker at the second level identifies $\Delta_{L 32}$ and $\Delta_{U 32}$ as the lower and upper bounds for $\Delta_{32}=\frac{\mu_{3}}{\mu_{2}}$, respectively.
With the assumption that the decision-makers at levels 1 and 2 are not satisfied with the solution obtained of Problem 2, the following problems need to be considered to achieve a satisfactory solution for which the decision-makers at the levels 1 and 2 reach their minimal satisfaction degrees $\hat{\delta}_{1}$ and $\hat{\delta}_{2}$ of selves. Moreover, the satisfaction degrees of the decision-makers at the levels are balanced. To do so, the following problem is solved first in which only levels 2 and 3 are considered.

Problem 8

> Maximize
$\lambda$
s.t

$$
\begin{gathered}
\mu_{2}\left(z_{2}(x)\right) \geq \hat{\delta}_{2} \\
\mu_{32}\left(\Delta_{32}\right) \geq \hat{\delta}_{32} \\
\mu_{3}\left(z_{3}(x)\right) \geq \lambda \\
A_{1} x_{1}+A_{2} x_{2}+A_{3} x_{3} \leq b \\
x_{1} \geq 0, x_{2} \geq 0, x_{3} \geq 0
\end{gathered}
$$

In the above problem, linear membership function $\mu_{32}$ is defined according to values $\Delta_{L 32}$ and $\Delta_{U 32}$ as follows:

$$
\mu_{32}\left(\Delta_{32}\right)=\left\{\begin{array}{lr}
0, & \Delta_{32} \leq \Delta_{L 32} \\
\frac{\Delta_{32}-\Delta_{L 32}}{\Delta_{U 32}-\Delta_{L 32}}, & \Delta_{L 32} \leq \Delta_{32} \leq \Delta_{U 32} \\
1 & \Delta_{32} \geq \Delta_{U 32}
\end{array}\right.
$$

In addition, $\hat{\delta}_{32}$ is identified by decision-maker at level 2 as the minimal satisfaction degree of $\mu_{32}\left(\Delta_{32}\right)$.
If Problem 8 is not feasible, either values of $\hat{\delta}_{2}$ or $\hat{\delta}_{32}$ or values of $\hat{\delta}_{2}$ and $\hat{\delta}_{32}$ must be decreased by decision-maker at level 2 till Problem 8 attains feasibility.
Let $\tilde{x}$ be the solution obtained of Problem 8. Subsequently, the following problem is solved to achieve a satisfactory solution for Problem 7.
Problem 9

$$
\begin{aligned}
& \text { Maximize } \\
& \qquad \begin{array}{l}
\text { s.t } \\
\\
\mu_{1}\left(z_{1}(x)\right) \geq \hat{\delta}_{1}, \\
\mu_{21}\left(\Delta_{21}\right) \geq \hat{\delta}_{21}, \\
\mu_{2}\left(z_{2}(x)\right) \geq \lambda, \\
\\
\\
\\
\\
\\
\\
\\
\\
\\
\\
\\
\\
\left.A_{1} z_{3}(x)\right) \geq \lambda *\left(\frac{\mu_{3}\left(z_{3}(\tilde{x})\right)}{\mu_{2}\left(z_{2}(\tilde{x})\right)}\right) \\
x_{1} \geq 0, x_{2} \geq 0, x_{3} \geq 0 .
\end{array}
\end{aligned}
$$

In the above problem $\mu_{21}\left(\Delta_{21}\right)$ is defined as follows:

$$
\mu_{21}\left(\Delta_{21}\right)=\left\{\begin{array}{lr}
0, & \Delta_{21} \leq \Delta_{L 21} \\
\frac{\Delta_{21}-\Delta_{L 21}}{\Delta_{U 21}-\Delta_{L 21}}, & \Delta_{L 21} \leq \Delta_{21} \leq \Delta_{U 21} \\
1, & \Delta_{21} \geq \Delta_{U 32}
\end{array}\right.
$$

Additionally, $\hat{\delta}_{21}$ is a minimal satisfaction degree for $\mu_{21}\left(\Delta_{21}\right)$ specified by the decision-maker at the first level.
If Problem 9 loses feasibility, either values of $\hat{\delta}_{1}$ or $\hat{\delta}_{21}$ or values of $\hat{\delta}_{1}$ and $\hat{\delta}_{21}$ must be decreased by decision-maker at level 1 so as to Problem 9 becomes feasible.
The solution obtained of Problem 9 is a satisfactory solution for Problem 7 in the method introduced by Sakawa and Nishizaki (2009).

### 4.2 Three-Level to Two-Level Program

In this part, it is demonstrated that a three-level LPP with mutual cooperative relationship established between can be further DMs reduced into a two-level LPP with two DMs at the upper level and single DM at the lower level. The proposed method in section 3 can therefore be used to find a satisfactory solution instead of rather difficult proposed method in subsection 5.1 by Sakawa and Nishizaki (2009).
Similar to the previous subsection, Problem 2 is formulated for Problem 7 to find an initial satisfactory solution. This initial satisfactory solution provides a full knowledge of membership functions of the objectives for DMs at the levels 1 and 2 to specify minimal satisfaction degrees for selves in addition to identify lower and upper
bounds for the ratios of satisfaction degrees.
Let $\hat{\delta}_{1}$ and $\hat{\delta}_{2}$ be the minimal satisfaction degrees of the DMs at levels 1 and 2, respectively. Moreover, assume that the DM at level 1 specifies $\Delta_{L 21}$ and $\Delta_{U 21}$ as the lower and upper bounds for $\Delta_{21}=\frac{\mu_{2}}{\mu_{1}}$, respectively, while DM at the second level respectively identifies $\Delta_{L 32}$ and $\Delta_{U 32}$ as the lower and upper bounds for $\Delta_{32}=\frac{\mu_{3}}{\mu_{2}}$.
According to the fact that DMs at levels 1 and 2 have minimal satisfaction degrees of selves and higher priority to the one at level 3, Problem 7 can therefore be transformed into two-level LPP. In the resulted two-level programming problem, decision-makers at the first and second levels of Problem 7 are considered as leaders and the one at the third level is considered as follower. As a consequence, Problem 7 is reduced into the following two-level linear programming problem in which there exists two DMs at the upper level and single DM at the lower level:
Problem 10

$$
\begin{gathered}
\text { Minimize }_{\text {upper level(DM1) }} z_{1}\left(x_{1}, x_{2}, x_{3}\right)=c_{11} x_{1}+c_{12} x_{2}+c_{13} x_{3}, \\
\underset{\text { upper level(DM2) }}{\text { Minimize }_{2}} z_{2}\left(x_{1}, x_{2}, x_{3}\right)=c_{21} x_{1}+c_{22} x_{2}+c_{23} x_{3} \\
\underset{\text { lower level(DM } 3 \text { ) }}{\text { Minimize }} z_{3}\left(x_{1}, x_{2}, x_{3}\right)=c_{31} x_{1}+c_{32} x_{2}+c_{33} x_{3} \\
\text { s.t } \quad A_{1} x_{1}+A_{2} x_{2}+A_{3} x_{3} \leq b, \\
x_{1} \geq 0, x_{2} \geq 0, x_{3} \geq 0 .
\end{gathered}
$$

Lower and upper bounds for the ratio of satisfaction degree of DM1 to satisfaction degree of DM3 must be identified in order to find a satisfactory solution to the above problem. To do this, lower bound $\Delta_{L 31}=\Delta_{L 32} \times \Delta_{L 21}$ and upper bound $\Delta_{U 31}=\Delta_{U 32} \times \Delta_{U 21}$ are accordingly obtained for $\Delta_{31}=\frac{\mu_{3}}{\mu_{1}}$ using relation $\frac{\mu_{3}}{\mu_{1}}=\frac{\mu_{3}}{\mu_{2}} \times \frac{\mu_{2}}{\mu_{1}}$.
In the above problem, DM1 and DM2 are decision-makers at the top level with minimal satisfaction degrees $\hat{\delta}_{1}$ and $\hat{\delta}_{2}$, respectively. Procedure 2 described in section 3 must accordingly be followed to update minimal satisfaction degrees $\hat{\delta}_{1}$ and $\hat{\delta}_{2}$ of decision-makers at the upper level in order to achieve a satisfactory solution. The termination conditions at iteration $l$ are therefore as following:
Condition 1: The minimal satisfaction levels of DM1 and DM2 must be greater than $\hat{\delta}_{1}$ and $\hat{\delta}_{2}$, respectively. (i.e., $\mu_{1}\left(z_{1}^{l}\right) \geq \hat{\delta}_{1}$ and $\left.\mu_{2}\left(z_{2}^{l}\right) \geq \hat{\delta}_{2}\right)$.
Condition 2: $\Delta_{\max }^{l} \in\left[\Delta_{L}, \Delta_{U}\right]$ and $\Delta_{\min }^{l} \in\left[\Delta_{L}, \Delta_{U}\right]$, where $\left[\Delta_{L}, \Delta_{U}\right]=\left[\Delta_{L 31}, \Delta_{U 31}\right] \cap\left[\Delta_{L 32}, \Delta_{U 32}\right]$.

## 5. Discussion

The problem considered in this paper is the cooperative two-level LPP with two leaders and single follower. Two constraints related to the minimum satisfaction degrees of the leaders must be added to the feasible region of the problem in order to find the satisfactory solution in such a manner to be in favor of the leaders. While, only one constraint needs to be considered regarding the minimum satisfaction degree of the leader in the two-level LPP with single leader. Due to the fact that adding a more constraint to a feasible region make that feasible region smaller, therefore the feasible region of a two-level LPP with two leaders is smaller than the same problem with only one leader. Thus, the satisfactory solution obtained for two-level LPP with single leader and single follower is better than the same two-level LPP with two leaders. In other word, the average of the membership function's value of the objectives of the two-level LPP with two leaders is smaller than the average of the membership functions' values of the objectives of the same two-level LPP with only one leader.

## 6. Conclusion

In this paper, a method based on interactive fuzzy programming was introduced to obtain a satisfactory solution to the two-level linear programming problems with two decision-makers at the upper level and single-decision maker at the lower level when a mutually cooperative relationship exists between the decision-makers. For the obtained satisfactory solution, which is also a Pareto optimal solution, both leaders are satisfied, and an appropriate coordination exists between the satisfaction degree of the follower and the satisfaction degree of each leader. In addition, it was shown that a three-level program can be transformed into a two-level program with two decision-makers at the upper level.
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