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Abstract

ARFIMA models generated an enormous amount of interest in the literature about three decades ago. However, this
interest vaned after Granger (1999) showed that an ARFIMA process might have stochastic properties that do not
mimic the properties of the data at all. The empirical results of our research in which we used exchange rate data for the
analysis, show that a variant of an ARFIMA process indeed can beat the ARFIMA, the Random Walk and the ARMA
process of the order one in out of sample forecasting. This indirectly indicates that our variant of the ARFIMA process
can be considered as the data generating process for the long memory time series.

Keywords: Forecast evaluation, A new variant of ARFIMA process
1. Introduction

The search for a model which can outperform random walk in out of sample forecasting was started about two decades
ago in two important areas of study: volatility modelling and purchasing power parity (PPP) hypothesis. In volatility
modelling, it has been recognized that the simple random walk can outperform many sophisticated volatility models in
out of sample forecasting, while in purchasing power parity research, the existence of mean reverting behaviour in
exchange rates has not been established convincingly yet. In research on mean reversion behaviour, the most significant
negative results were obtained by Meese and Rogoff (1983a, b). They evaluated the predictive ability of a series of
linear structural exchange rate models and found that none was able to consistently outperform a simple random walk
for all the known exchange rates and horizons. This seemingly robust result was then put into dispute when Mark and
Sul (2002) , Rapach and Wohar (2002), and Faust, Rogers and Wright(2003) obtained some evidence of linear
structural models outperforming random walk models. Recent work done by Taylor, Sarno, Clarida and Valente (2003)
using nonlinear models show the promising positive result that there are structural models which can outperform
random walk models in out of sample forecasting, or to put it differently, there is mean reverting behaviour in
exchange rate.

In this paper, we offer another structural model based on a long memory process, which can outperform the random
walk soundly. Our approach is by adding an explanatory variable into the ARFIMA long memory model. This
explanatory variable is chosen based on the research finding of Taylor, Sarno, Clarida and Valente (2003) that there is
nonlinearity in exchange rates. Our dependent variable is made up of two components: the intrinsic y component and its
logarithmic counterpart. By using this transformation, we are able to use this compound dependent variable to capture
the nonlinear behaviour of the exchange rate. This is because In y is a nonlinear function. Equivalently, we can view the
In y component as an explanatory variable just as the first lag of y is acting as an explanatory variable in a first order
autoregressive model.
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The rest of the paper is organized as follows. In section 2, we briefly review ARFIMA processes and outline the
empirical estimation methodology used in the rest of the paper. Section 3 describes how we construct our YQ-ARFIMA
model. Section 4 discusses three predictive accuracy techniques, while in section 5, we outline the predictive model
selection procedures used in the research. In section 6, we present the empirical analysis. Section 7 presents one
application of our model and we conclude this paper in section 8.

2. The ARFIMA Long Memory Process

There are basically two experimental evidence, which show that a long memory process is very useful in long horizon
forecasting. However, there is also one experimental finding that a long memory process is not suitable for forecasting.
The two experimental evidences are as follows:

Going back to the 1960s, experience of nonparametric spectral estimation for many economic time series has suggested
very marked peakedness around the zero frequency. This essentially suggests that the maximum likelihood of events
happening will be at a low frequency. Moreover, a low frequency component is closely related to the long run dynamics
of the process. However, at frequencyA =0, we can have two conditions: one, the spectral density function is bounded
and the other one is unbounded. In a long memory process, an ARFIMA model would have its spectral density function
unbounded at frequencyA =0, making it more suitable for long horizon forecasting. In terms of autocorrelation,
ARFIMA models show characteristics of hyperbolic autocorrelation decay patterns when modelling economic and
financial time series. Despite these positive evidences, one piece of negative evidence has emerged around 1999, when
Granger acknowledges that an ARFIMA model might have stochastic properties that essentially do not mimic the
properties of the data at all. With this experimental evidence in mind, we shall now present the prototypical ARFIMA
model examined in the literature.

The standard ARFIMA model is shown below,

B(L)(1-L1)"y, = ALy, (1)

where B(L)=1-BL~-..-B,["and A(L)=1+AL+..+4 ,L7, d is the fractional differencing parameter or rather
the memory parameter, and u, is the white noise. This process is covariance stationary if -0.5 < d < 0.5, with mean
reversion when d < 1. The lag polynomials shown in equation (1) can be easily expanded to reveal the importance of the
hyperbolic decay property of ARFIMA. This is shown in equation (2)
dd-1) o dd-1)(d-2) D4 =
2! 3! j=0

(1-L) =1-dL+

M8

g,(d) )

2.1 Long Memory Model Estimation

Long memory model estimation essentially boils down to the estimation of the memory parameter d, which describes
the characteristics of the autocorrelation of the series. There are a few estimation techniques for the value of d, notably
the semi-parametric estimation procedure of Geweke and Porter-Hudak(1983), and Robinson(1995), modified rescaled
range estimator of Lo(1991), and the exact local Whittle estimator of Shimotsu and Phillips (2004). We focus only on
the GPH estimator (Geweke and Porter-Hudak) since its computation is easier and its range of errors is acceptable when
it is used for comparison purposes.

The GPH estimation is basically a two step procedure. It begins with the estimation of d, which is based on the
log-periodogram regression. It is given by equation (3)

(4
In[1(4;1= B, + B, ln{4 sm{jﬂﬂ@ 3)
where A, = 277-17 j=12.,m and Zj represents the m=+7 Fourier frequencies.

I(A;) which denotes the sample periodogram is defined as follows:

2
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The critical assumption for this GPH estimator is that the spectrum of the ARFIMA(p,d,q) process is the same as that of
an ARFIMA(0,d,0) process. Robinson (1995a) shows the following asymptotic result,

[272 ;Jl (s —d) = N(O) (5)

for -0.5<d<0.5and j=1,.m in the equation for A, above. Equation (5) is due to Robinson, and essentially
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implies that for d between -0.5 and 0.5, the long memory process is stationary and invertible. If the value of d is outside
this range, Robinson suggested that we difference the series until d is within the specified range for stationarity and
invertibility.

3. YQ (Note 2)-ARFIMA Model

Recently, intense interest has been growing in nonlinear modelling especially in modelling exchange rates. This is
largely due to the positive result obtained through nonlinear modelling; for example, a research finding by Taylor,
Sarno, Clarida and Valente (2003), shows that exchange rate has nonlinear characteristics. By constructing a three
regime switching intercept heteroskedatic VECM model, they are able to show that their model can beat the random
walk. We follow the direction used by this piece of research, that is, we try to capture the nonlinearity of the exchange
rate by incorporating another component into the dependent variable of the standard ARFIMA model which is given by
equation (1). We assume that exchange rate is constructed by an additive method with a linear component added to a
nonlinear component. The nonlinear component is generated by a nonlinear transformation of the linear component.
Thus, we have the YQ-ARFIMA model given by

B(L)1-L)'z, = A(Lyu,,  u,~iid(0,0;) (6)
Z, Zyt—(D(L)lIlyt (7)
B(L)Y(1-L)'®(L)=c ®)

where B(z) = 0 has roots inside the lag polynomials and c is a constant.

3.1Theoretical Analysis of the YO-ARFIMA Model

We are interested in two special cases of the general model set up as in equations (6), (7) and (8). They are:
Combining equation (6), (7) and (8), and after recognizing that B(L) has an inverse, we obtain the following equation

B(L)(1-L)"y, = A(L)u, +clny, ©)
When @(L)=1, equation (6) would become

B(L)1-L)(y,~Iny,) = A(L)u,, (10)

v, =Iny, +[BL)(1-L)'T" ALy, (1n)
For the first case, we use mainly equation (9) for empirical analysis. Notice that in equation (9), we can treat Iny, as
an explanatory variable for the standard ARFIMA. We can use Hermite polynomials to verify equation (10).
A special mention must be made of equation (11), which reveals very clearly that the forecast values are accurate
because this equation (11) essentially means regressing j on Iny,. We know that y =/ny when j issmall after

expanding it using the Taylor expansion. This simply means that the R squared value is close to unity, which in turn
implies that it is a very good forecasting model.

4. Predictive Ability Evaluation Techniques

We shall use three evaluation techniques for evaluating the predictive ability of YQ-ARFIMA, ARFIMA, RW and
ARMA. The first one is by using root mean square error (RMSE). It is essentially similar to mean square prediction
error (MSPE). The difference is that we do not assume the loss function to be quadratic in nature.

4.1 Ratio G of RMSE Measure

We compare the predictive ability of two models by defining the ratio of their respective RMSE measure, where the
RMSE measure of the benchmark model 0 is the denominator and the RMSE of the model 1 is the numerator. Thus, we
define the following:

_ RMSE Model1 (12)
" RMSE Model 0

If the ratio G > 1, this means that model 0 is a better forecasting model than model 1 by G times. On the other hand, if
G < 1, then model 1 is a better forecasting model than model 0. One word of caution, this ratio G can be taken as a
rough guide only because we have not established its distributional properties yet. To fulfil this deficiency, we shall
present a simple but accepted to be good enough model evaluation technique for non-nested models in the next
subsection.

4.2The Diebold & Mariano (DM) Statistic (1995)

We use the simple version of the DM statistical test, that is, the Sign Test. This simple test is used because we have
obtained an affirmative result from the ratio of RMSE test, and by this test, we have extended the result from the ratio
of RMSE test for the sample to that of the population.
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Define the loss differential d as follows:
d, =[g(e,)—g(e,)] (13)

We have made the assumption that the loss function is a direct function of the forecast error and that the absolute value
of the forecast error is a direct function of the forecast error itself. Thus, we have the simple case where

gle,) = |en |

14
gle;) = e, (9

We further assume that the loss differentials are iid, which simply means that the models must be non-nested, and that
the number of positive loss differential observations in a sample of size T has the binomial distribution with parameters
T and 0.5 under the null hypothesis that the two models have similar forecasting abilities against the alternative
hypothesis that the two models have different forecasting abilities. With that, we have the following results:

For small samples, we have the sign-test statistic as given by
T
Sa ZZ[+(d;) (15)
t=1

where
I.d)=1 if d, >0

=0 otherwise

(16)

Using a table of the cumulative binomial distribution, we may obtain and assess the significance of the test. However, if
the sample size is large, we use the studentized ¢ test to approximate the distribution. The studentized statistic is given
by

g = S,—0.5T

" JoasT

One word of caution: because we have assumed that the loss differential series is iid, the above test can only be applied
to non-nested models. Otherwise, the limiting distribution will be non standard. However, if we use a Newey-West
(1987) type estimator for the DM test, then the tabulated critical values are quite close to those for the N(0,1). Moreover,
the non-standard limit distribution is reasonably approximated by a standard normal in many contexts (see McCracken
(1999) for tabulated critical values). Furthermore, this DM test is suitable for evaluating the predictive ability of
non-nested models only.

4.3 The Clark and McCracken Encompassing Test (CM statistic)(2001)

This CM statistic is designed for comparing nested models. This CM test is conducted for the purpose of further
confirming the empirical results obtained by using the ratio of RMSE measure and the DM test, as the latter two tests
have not eliminated the chances that the two models concerned may be nested. This test has the same null hypotheses as
the DM test, except that the alternative is model 1 can outperform model 0. Thus, CM statistics is given by:

Mt = J(P—1) ———~ (18)

[P71 r=ZR(uHh - 1’7)]1/2

~ N(0,1) (17)

T-1
where u,,, = €,,.,(€,cn —€,.,) and =P Yu,, ,and P is the prediction period. The limiting distribution for / > 1
’ ’ ’ t=R

is non-standard, but if we use the Newey-West type estimator the tabulated critical values are quite close to those for the
N (0,1).

5. Predictive Model Selection

We use forecast horizons of 5 steps, 20 steps, 60 steps and 240 steps to correspond to 1 week, 1 month, 3 months and 1
year, respectively. We first split the sample of size T into two equal halves. The first half is used to produce 0.25T
recursive (and rolling) predictions. The other 0.25T observations are used as the initial sample for estimating the
parameters for the next step of the predictions. To put it differently, parameters are updated before each new prediction
is constructed. These predictions are then used to obtain the best YQ-ARFIMA, ARFIMA, RW and ARMA by
comparing the out of sample root mean square forecast errors.

After selecting the best YQ-ARFIMA, ARFIMA, RW and ARMA models, we fix the respective specifications for the
ratio of RMSE test, DM test and CM test for the evaluation of predictive ability. Table 1 shows the respective
specifications selected for the various best models. ( See Table 1)
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6. The Empirical Analysis

In this empirical analysis, we have conducted two experiments: one, we determined the values of the RMSE
measure for 15 exchange rates around the globe and two, we determine the RMSE measure, the DM statistics and the
CM statistics for 6 exchange rates specially selected to represent different parts of the globe. For the first experiment,
we conducted only point forecasts. However, for the second experiment, we performed point forecasts as well as
interval forecasts. The results of the first experiment are recorded in Table 2 and the results from the second experiment
are recorded in Table 3 to Table 13.

6.1 Analysis of the first experimental results

This first experiment was aimed at testing the robustness of the YQ-ARFIMA with regard to different exchange rates
around the globe. In this experiment, we performed only the recursive forecasts and the forecast horizon is 8 periods
only. Moreover, the sample size is fixed at 1000. Column 6 of Table 2 shows that there are 6 exchange rates and 9
exchange rates where the YQ-ARFIMA model is better than RW in out of sample forecasting on the average about 49
times and 5 times, respectively. As for the YQ-ARFIMA model versus ARFIMA model, the former is about 45 times
and 6 times better than the latter for same 6 exchange rates, and for the other 9 exchange rates, the YQ-ARFIMA model
is better about 6 times. With regard to RW model versus ARFIMA model, the former is better than the later for 9 out of
the 15 exchange rates.

Thus, on the whole, the YQ-ARFIMA model can outperform the RW model and ARFIMA model in out of sample
forecasting soundly. In addition RW model can outperform ARFIMA model in 9 out of the 15 exchange rates. However,
we have used the ratio of the RMSE measure for comparison which is accurate for the samples concerned. These
spectacular results may not be valid for population in general as we have not accounted for the distributional properties
of the ratio of the RMSE measure. (See Table 2)

6.2 Analysis of the second experimental results

In this experiment, we have conducted three investigations: one, we determined the robustness of the first experimental
results with regard to variation in sample sizes and forecast horizons, two, we tested these results by using the Diebold
and Mariano statistical test and three, we tested the results again by using the Clark and McCracken test. This last test
is necessary in order to ensure that the nestedness of the two models will not affect our final results.

6.2.1 Comparison of the ratio of RMSE measures

With respect to sample size, in column 3 of Tables 3, 4, 5 and 6, the YQ-ARFIMA model beat random walk soundly for
sample sizes 500, 1000, 2000 and 5000, except that in the case of the recursive scheme for sample size 1000, it lost to
the RW model for the case of the British pound at a forecast horizon of 20 periods only, and for sample size 2000 for
case of the Euro dollar also at a forecast horizon 20 periods. However, for the case of rolling scheme, the YQ-ARFIMA
model performs much better. It lost to RW only for one case, i.c., the British pound at forecast horizon 240 periods. In
general, the YQ-ARFIMA performs better at the short horizons of 5 periods and 20 periods, both for the recursive and
the rolling schemes of forecast.

For the case of the YQ-ARFIMA model versus the ARFIMA model as in column 4 of Tables 3, 4, 5 and 6, a similar
situation arises, where the ARFIMA model beat the YQ-ARFIMA model only for case of the British pound, sample size
1000 at a forecast horizon of 60 periods, and for case of the Singapore dollar, sample size 2000 at a forecast horizon of
240 periods.

For the case of the YQ-ARFIMA model versus the ARMA model as shown in column 5 of Tables 3, 4, 5, and 6, the
former is better than the latter on the average by more than 10 times. Only at three instances for the case of recursive
forecast, was the ARMA model is better than the YQ-ARFIMA model that is, for the British pound with sample size
500 at a forecast horizon of 20 periods; with sample size 2000 at a forecast horizon of 240periods, and for the Euro
dollar with sample size 2000 at a forecast horizon of 240 periods. For the case of rolling forecast, there are two
instances where the ARMA model is better than the YQ-ARFIMA model, that is, for the British pound with sample size
2000 at a forecast horizon of 240 periods, and for the Malaysian ringgit with sample size 2000 at a forecast horizon of 5
periods.

As for the RW model versus the ARFIMA model, the former can still beat the latter marginally. However, for sample
size 2000, the two models are equal on the average for recursive forecast but for rolling forecast, the RW model lose to
the ARFIMA model. (See Table 3, 4, 5 and 6)

6.2.2 Evaluation of predictive ability- DM statistic

For the YQ-ARFIMA model versus the RW model, the DM statistics are all negative with absolute values more than 2
for sample sizes 500, 1000, 2000 and 5000, and for horizons 5 periods, 20 periods, 60 periods and 240 periods. This
simply means that the null hypothesis of equal models is rejected and that the loss differential for the YQ-ARFIMA
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model is smaller than the RW model, which implies that the YQ-ARFIMA is a better forecasting model than the RW
model in out of sample forecasting.

As for the YQ-ARFIMA model versus the ARFIMA model, we obtain a similar result except that with sample size
5000 at a forecast horizon 20 periods, the null hypothesis is accepted. As for the ARFIMA model versus the ARMA
model, we find that the ARMA model is better than the ARFIMA model for about 26 instances, whereas the ARFIMA
model is better the ARMA model for about 32 instances. (See Table 7, 8, 9, and 10)

6.2.3 Evaluation of predictive ability- CM statistic

It must be noted that the DM statistic is intended to be applied to non-nested models. What if the two models are nested?
In that case, we have to use the Clark and McCracken statistic (CM statistic). As the main objective of this paper is to
prove that the YQ-ARFIMA model can beat the random walk model, we shall conduct this CM test only for the
YQ-ARFIMA model versus the RW model for the selected 6 exchange rates for sample sizes 500, 1000, 2000, 5000
and at forecast horizons 5 periods, 20 periods, 60 periods and 240 periods. The results are recorded in Table 11, which
shows that the YQ-ARFIMA model beat the random walk (RW) model rather convincingly. (See Table 11)

7. One application of the YQ-ARFIMA model

Since our model can outperform many other existing models in out of sample forecasting, there would be many uses for
the YQ-ARFIMA model. In this section, we shall present one application of the YQ-ARFIMA model. For the past two
decades, many research papers have been investigating the mean reversion behaviour of exchange rates. Until now, this
controversy still remains to be settled convincingly, especially with regard to the exchange rate after the breakdown of
the Bretton Woods System in 1973. Many tools for testing the mean reverting behaviour have used the notably more
powerful unit root test, panel data analysis and fractional cointegration. However, no consensus has been reached on the
mean reversion property of exchange rates. Since our model can beat the random walk model soundly, it can be used to
show this mean reverting behaviour. The idea is as follows: If the YQ-ARFIMA model can beat the random walk model
for one particular exchange rate, then this exchange rate cannot show 100 % persistency since the random walk is not
the data generating process of the exchange rate. If not fully persistent, this implies that the exchange rate has some
degree of stationarity, or to put it differently, there is mean reverting behaviour for this set of data. We test this idea by
using the exchange rate British pound per unit US dollar (UKEX)

UKEX has been shown to exhibit mean reverting behaviour by using two centuries of exchange rate data (see Lothian,
James and M. Taylor, 1996). We shall show the same result by using data after the breakdown of the Bretton Woods
System. We test whether the YQ- ARFIMA model can beat the random walk model in out of sample forecasting by
using the said data set. If a positive result is obtained, we shall conclude that indeed, the British pound per unit US
dollar exhibits mean reverting behaviour.

Table 13(a) and Table 13(b) show the experimental results. We select randomly five samples from the UKEX exchange
rate series for testing. These five samples are of sizes 259, 530, 780, 1038 and 1230. It is very clear from the
experimental figures shown in Table 13(a) and Tale 13(b), that the YQ-ARFIMA model outperforms the random walk
model soundly. Thus, indeed, UKEX exhibits mean reverting behaviour. (SeeTables 12(a) and (b))

8. Conclusion

We have shown convincingly that the YQ-ARFIMA model can beat the random walk model in out of sample
forecasting. We have used the ratio of RMSE measure, DM test and CM test to verify the above result. However, we
have not used a Newey and West type of estimator for the variance used in these two tests. We think that it is not
necessary because the ratio of RMSE measure is very large indeed for it to be invalid in statistical testing.

As for the uses for our model, we have shown how to use it to test the mean reverting behaviour of exchange rates. With
this new tool, we hope to put to rest the controversy of mean reversion and its existing testing tools. With this accurate
model, we can devise more accurate volatility models with a long memory or a short memory data generating process.
We also can use the YQ-ARFIMA model to devise an early warning system for currency attack.
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Notes

Note 1. ARFIMA stands for autoregressive fractional integrated moving average process

Note 2. YQ-ARFIMA stands for the new variant of ARFIMA. Y denotes Yip and Q denotes Quah
Note 3. The 15 sets of exchange rate data are obtained from the Federal Reserve Bank of US.
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Table 1. Best specifications for YQ-ARFIMA, ARFIMA, RW and ARMA with respect to the AUSD, UKPD, CAND,
SIND, MALR and EURO

hlodels AUTED UKFPD Ca SIND MALR EURC
(Australian (British (Candian (Ringapote (Mlalaysian (Euro
Diollat) Found) Diollat) Diollat) Ringgit) Diollat)

Fio] 2,[-0.070),1 4,[0.208].1 2.[-0.053].1 1,[0.094].1 1,[0.4937.0 Z.[-0.112].1

ARFILLA

ARFIMA 1,[0065],1 1,[0.035].1 1,[0.473].1 2.[0.209],1 1,[0.1117.1 1.[0.0371.0

RWY 0.1.0 0.1.0 0,10 0.1,0 0.1.0 0.1,0

ARMA 10,1 1.0,1 1,01 1,01 1,01 1.0.1

Note: The first, second and third values in each cell denote autoregressive parameter, difference parameter and

moving average parameter. RW denotes random walk while ARMA is the autoregressive moving average process.

Table 2. Comparing the 8 periods forecasting ability of ARFIMA, YQ-ARFIMA and Random Walk (RW) in terms of
RMSE values for all the 15 exchange rate series.

Hame of ARFIMA YO -ARFIMA RW R R P
the exchange (P L)) ()
tate (Hote 1)
Aus dollar 0.0031 0.0000& 0.0032 1.05 45 53 4617
Ilal ringgit 0.0016& 0.00005 0.0027 1.67 3l1al 309l
Thai bath 0.2948 0.00293 02923 0.89 0aT5 100.52
din dollar 0.00%5 0.00034 0.00%2 0.9% 2407 2458
Tap yen 0.3792 0.02358 0.4016 1.06 1703 16 0%
UE pound 0.0048 0.0008% 0.0037 0.7% 4.14 532
Euro Eur 0.0062 0.00113 0.0071 1.13 f.24 5.50
Chitia yuan 00112 0.00133 n.o107 095 7.96 8.38
HE dollar 0.0231 0.00307 00126 el 6.07 7.51
3.4f Rand 0.1628 0.03378 0.1638 1.01 4.85 482
Dien Eronor 0.0628 0.02062 0.0427 071 2.36 335
Swiss Franc 0.0125 0.00193 0.0085 (I aE: 4.43 f.46
Can dollar 0.0092 0.00017 0.0094 1.02 5637 5538
Mexi Pesos 0.1620 0.01231 0.1473 021 a.05 285
Brazil Real 0.1208 0.01302 0.0586 0.4% 4.49 028
Note: RMSE denotes root mean square error, Aus-Australia, Mal- Malaysia, Thai-Thailand, Sin-Singapore, Jap-Japan,

UK-United Kingdom, Eur-Europe, HK-Hong Kong, S.Afri-South Africa, Den-Denmark,Can-Canadian,
And Mexi-Mexico

Note 1. These 15 exchange rate data are obtained from Federal Reserve Bank of US.
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Table 3. Comparison ratio of RMSE measure for sample size 500 with recursive forecast, and rolling forecast in
bracket

Exrate h F/Q FiQ) M/Q F/R M/R
AUSD 5 16 9(13.3) 21.5(16.4) 22.1(16.9) 1.28(1 23) 1.31(1.27)
(Australian 20 22.7¢11.5) 34.4(16.6) 342017.3) 1.51(1 .44) 1.53(1 51
Dollar) é0 10%(9.45) 53.4(16.3) 527017.1) 0.49¢1.72) 0.48(1.79)

240 33AG0.3) 30.7(107) 30 67108) 0.591¢1.1%) 0.91¢1.19)
CAND 3 28.1(32.2) 314271 23 7(26.5) 1.11(0 &4 0.84(0 82)
(Canadian 20 22.1¢19.2) 31.9(25.5) 32.7026.9) 1.44(1 32) 1.42(1 39
Dollar) &0 30.0¢21.7) 559(34.3) 74.2(49.7) 1.47(1 58) 1.95(2.26)

240 310718.1) 61 .0(26.6) 2.08(31.4) 1.961.46) 2.08(1.73)
UKFD 5 4.42(5.16) 4.59(7.19) 4.2505.59) 1.04(1 38) 0.96(1.08)
(British 20 6.32(6.51) 1.03(2.23) 0.93(237) 0.16(0 34) 0.15(0 36)
Pound) 0 7.11¢591) 7.80(5.53) 1.19(7.12) 1.09(0 94 1.19¢1 .20

240 165(0.70) 22.9(10.4) 22 6010.4) 13.9(15.13 13.7(14.8)
SIND 5 9.06¢13.4) 2.22(9.51) 11.3(23.5) 0.91(0.71) 1.25(1 76)
(Singapore 20 6.27¢19.5) 7.51(10.6) 1.36(28.4) 1.19(0 54 0.3001.45)
Dallar) 0 7.37(16.8) 5.13(16.6) 11.3(16.5) 0.65(0 9%) 1.54(0 98)

240 9E3EED 1.13(6 35) 76906 59) 0.11(0.7%) 0.78(0.79)
MALR 5 51.1060.6) 45 0(98.0) 152(87.0) 0.88¢1 613 29701 .47)
(Malaysian 20 125(66.2) A07(254) 2T6(4%.1) 22003 24) 1.49(0.73)
Ringgit) &0 61 3060.4) 127(232) 1230240 20803 24) 2.0003 5%)

40 2417 176(124) 1250130 0.79(0.71) 0.56(0.75)
ETTRO 5 17 201 2.0 19 814.13 12 A(10.6) 1150117 1.08(0 88
(Euto 20 14 4(26.7) 11 7(12.0% 11 4(12.0% 0.81(0.67) 0.79(0 67)
Dallar) &0 67.5019.3) 23.4022.4) 79.1021.8) 1.23(1 16 1.17(1.13)

240 8130210 15 6(47.5) 14.5(239) 1.91(0.23) 1.78(1.13)

R = EM3E for random wall;, Q) = FM3E for YO-ARFIMA, F = RLIZE for ARFIMA; W = RMBE for ARMA,
Exrate = Exchange rate, h = Forecast hotizon
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Table 4. Comparison ratio of RMSE measure for sample size 1000 with recursive forecast and rolling forecast in
bracket

Exrate h R/Q F/Q MO F/R M/R
AUSD 5 502011.6) 58.5¢10.5) 52 T0156) 1.16(0.91) 1.17¢1 35)
(Australian 20 13.5(12.3) 18.5(10.4) 16 3(9.5) 1.37(0.85) 1.21(0.77)
Dollar) &0 20.1016.3) 16.0(13.4) 232013.4) 0.79(0.82) 1.15(0.80)
240 2090158 11.2061.2) 11 3140 0.54(0 39) 0.54(0 29
CAND 5 7.53010.8) 13.5(1.15) 12 3(12.13 1.83(1/87) 1.641 11
(Canadian 20 20.0039.0) 252(1.15) 1.63(1.15) 11 .8(1.26) 1.6401 11
Dollar) &0 43 5(37.9) 50.1¢20.0) 5220213 1.14(0.53) 1.1855.4)
400 19.5039.3) 30 3660.0) 39.7(62.2) 2010020 20300 83)
KD 5 31702 .4%) 10.7¢0.75) 3.2002.47) 32000 30) 1.000 97
(British 20 0.5002.76) 1.59¢1 18) 2.81(238) 2.45(0.43) 47100 26)
Pound) &0 1.65(2.85) 0.98¢1 27) 29771 27 0.35(0 66) 1.06¢1.07)
240 3077415 3.55¢2.10 36503820 1.15(0.51) 1.18(0.92)
SIND 5 10.4(1 2.6) 9.67(11.5) 10.3(12.4) 0.53(0.51) 0.99¢0.9%)
(Singapore 20 2.81(13.7) 2.58¢10.1) 2.22(12.8) 0.593(0.73) 0.93¢0.93)
Dollar) &0 10.2(14.4) 11.5(45.5) 11 (36.0) 1.12(3.16) 1.14¢2 50
40 1720515 22 9(6.45) 20.105.59) 1.32(1.25) 1.16(1 .08
MALR 5 11 9(7.92) 173(3.99) 177¢3.99) 14.5(0.507 14.8(0.50)
(M alaysian 20 22 405 33) 25.18.04) 25 6(3.04) 1.12(1.51) 1.14(1 517
Ringgit) &0 39.509.07) 45 5¢1 20) 4500106 1.15(1.20° 1.13(1 16
240 ALA13T) 62.1(0.15) 63.7(19.5) 1.01(0.15) 1.04(1 417
EURD 3 8.08(7 &7 10.1¢1 5.0 10.1(6.02) 1.25(1.90) 1.25(0 76)
(Euto 20 8. 71(15.6) 2.16015.0) 2.11(6.02) 0.54(0 96) 0.93(0 38
Dallar) 0 6.25(5.03) 75405 65) 7.56(5 63) 1.21(1.12) 1.21(1.12)
240 26.8(4.29) 21 206.14) 22505 83) 0.81¢1.43) 0.84(1 36

R = EMEE for random walk, Q) = EM3E for VQ-ARFIMA; F = RMEE for ARFIMA, MM = EMS3E for ARMA,
Exrate = Exchange rate, h = Forecast hotrizon
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Table 5. Comparison ratio of RMSE measure for sample size 2000 with recursive forecast and rolling forecast in

bracket

Exrate h R/Q) FiQ) M/Q F/R M/R
AUSD 5 7.08(5.74) 6.25(5.99) 6.58(5 24) 0.82(1.04) 0.93¢1.02)
(Australian 20 7970673 2.60(6.04) 2.6006.19) 1.08(0 29 1.07(0.92)
Dallar) 0 66507 04) 6.42(4 56 6.1205.07) 0.96(0 69) 0.92¢0.71)

40 5.37(15.9) 4.50(13.7) 485013.7) 0.91(0 26) 0.92¢0.54)
CAND 5 17 9(24.6) 17 4(1.04) 17 A(1.02) 0.597¢1.04) 0.98¢1.02)
(Canadian 20 16.5(21.9) 16 3(22.8) 16.2(22.4) 0.99¢1.04) 0.98¢1.02)
Dollar) 0 12.7(18.5) 12 6(19.2) 12 9(12.8) 0.99¢1.04) 1.01¢1.02)

40 323(13.9) 46 6(15.1) 47 A(14.7) 0.89¢1.0%) 0.91¢1.05)
UKFD 5 12.4012.2) 12.2(9.38) 12 2(9 38) 0.98(0.76) 0.98(0.92)
(British 20 12.5014.5) 13.1(12.8) 13.1(16.4) 1.04(0 28) 1.04¢1 13)
Pound) 60 B.98(3.42) 5.15(9.12) 9.06(9.12) 1.02(0 96) 1.01(0 96)

240 10.5(7.18) 5.87(0.99) 0.54(0 59) 0.53(0.59) 0,540 99)
SIND 5 15.4019.4) 16.9(19.6) 15.7(19.6) 1.09¢1.01) 1.02¢1.01)
(Singapore 20 20.2(19.8) 17 .4(12.5) 289012.5) 0.86(0.63) 1.4301.77)
Dallar) 0 15908 58) 335257 16.5(35.1) 2.13(2.99) 1.04(4.09)

240 125(10.9) 0.73(11.8) 16.4(11.3) 0.73¢1.07) 0.86¢1.03)
SIND 5 15.4(19.4) 16 .9(19.6) 15.7(19.6) 1.09¢1.01) 1.02(1 017
(Singapore 20 20.2¢15.8) 17 4(12.5) 28 9¢12.5) 0.86(0.63) 1.43(1.77)
Dollar) ] 15.9(3.58) 339(25.7) 16.5(35.1) 2.13(2.59) 1.04(4 .09

2490 13.9(10.%) 0.73(11.8) 16.4(11.3) 0.73(1.07) 0.86(1.03)
MALR 5 72.1(36.4) 23.1(26.6) 25400773 1.1500.73) 1.18(0.72)
(Malaysian 20 121¢25.00) 149¢17.0) 147(16.7) 1.23(0 6%) 1.21(0 67
Ringgit) ] 4% 6013.4) 61 6(25.7) 537(25.7) 1.27(1 92) 1.1001 35

240 1560207 23 9(38.8) 23 6(37.3) 1.53(1 87) 1.51(1 507
EURO 5 4.6T(457) 4.64(4 56) 4.83(5 06) 0.99(0.94) 1.03(1 .02)
(Euro 20 0.45(7.59) 4.56(3.71) 4.89(3 36) 10.2(0.49) 10.9(0 44)
Dallar) 60 3.79(1.42) 4.42(132) 4.43(1.19) 1.16(0.93) 1160 84)
[1200] 40 4430437 6.03(4.03) 0.58(3 £0) 1.36(0.92) 0130 27)

E = EMB3E for random walk; Q = EMZE for YQ-ARFIMA; F = EMZE for ARFIMA,; I = EMIE for ARMA,
Exrate = Exchange rate, h = Forecast hotizon
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Table 6. Comparison ratio of RMSE measure for sample size 5000 with recursive forecast and rolling forecast in
bracket

Exrate h R F/Q) MG F/R MR
AUSD 5 3.93(7.00) 4620727 4,006 .00 1.17(1.0%) 1.01(0 .86
(fustralian 20 3.79(3.45) 3.06(3.58) 3.85(3.96) 1.04(1.15) 1.01(1.15)
Dollar) &0 41103 63) 48003 26) 4.55(3.79) 1.16(1.06) 1.11(1.04)

240 486(3.7%) 6.22(3.21) 5.58(3.42) 1.28(3.21) 1.15(0.91)
CAND 5 11.8(12.3) 13.3(12.3) 11 A(12.3) 1.12(1.007 0.598(1.03)
(Canadian 20 12 5(11.6) 12 9(11.9 1.08(1.04) 1.03(1.02) 1.08(1.05)
Dallar) &0 11 9(10.8) 10.2(11.3) 10.7(11.7) 0.591¢1.05) 0.89¢1.08)

240 1250333 10.1(11.5) 9.53(21.7) 0.80(3.46) 0.76(3.65)
UKFD 5 95 0(62.6) 100¢58.8) 9% 3¢1.01) 1.06(D.94) 1.03(1.01)
(British 20 72 3(36.4) 73.5(35.9) 57.1032.8) 1.02(0.99) 0.79¢1.06)
Pound) &0 27 A(34.5) 30.5036.4) 593(37.1) 1.11(1.05) 2.16(1.07)

240 6540507 6.95054.6) 7.04(55.5) 1.06(1.08) 1.07(1.09
SIND. 5 62 2(3 67 20907 62) 76 607 62) 1.24(2.07) 76 6(2.06)
(Bingaporte 20 78 2(6.74) 56.1(8 38 506297 0.72(1.24) 0.65(1.32)
Dallar) 60 850(5.79) 127¢6.95) 122(7.38) 1.49(1.19) 1.43(1.27)
[3000] 240 1670137 24007, 51) 13.5(7.12) 1.44(0.55) 0.81(0.52)
MALR 5 124¢50.6) 114(96.6) 124065 .6) 0.52¢1.19) 1.00(0.81)
(Malaysian 20 104¢55.9) 99 7(59.6) 101¢50.0) 0.96¢1.07) 0.97(0.89)
Ringgit) &0 44.5025.6) 41 9(26.8) 42 3(24.2) 0.94¢1.05) 0.95(0.54)
[3500] 40 6210377 66 4(32.5) 652(31.9) 1.07(0 .86 1.05(0.83)

R = RMEE for random walk; Q = RMIE for VOQ-ARFIMA F = FMEE for ARFIMA, LI = EMSEE for ARMA,
Exrate = Exchange rate, h = Forecast horizon
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Table 7. DM test statistics (YQ-ARFIMA versus RANDOM WALK)
Sample size
Exrate h 300 1000 2000 5000
AUSD 5 -2.24[0.00] -2.24[0.00] -2.24[0.00] -2.24[0.00]
(ustralian 20 -4.47[0.00] -4.47[0.00] -4.47[0.00] 0.00[0.58]
Dollat) a0 At 174 -T.23 Byt
240 -48.9 -15.4 -151 -15.4
UKD 5 -2.24[0.00] -2.24[0.00] -2.24[0.00] -2.24[0.00]
(British 20 -4.47[0.00] -4.47[0.00] -4.47[0.00] -4.47[0.00]
Pound) &l 174 -rd8 -T.d8 ST48
240 -15.4 -15.4 -15.4 -12.0
CAND 5 -2.24[0.00] -2.24[0.00] -2.24[0.00] -2.24[0.00]
(Canadian 20 -4.47[0.00] -4.47[0.00] -4.02[0.00] -4.47[0.00]
Dollat) al SET4 -F.T74 -FAE At
240 -15.4 -15.4 -15.4 -152
JIND. 5 -2.24[0.00] -2.24[0.00] -1.34[0.18] -2.24[0.00]
(Bingapote 20 -4.47[0.00] -4.47[0.00] -4.02[0.00] -4.47[0.00]
Dollat) al 174 -r74 SrTd ST.4E
240 -15.4 -15.4 -13.1 -13.9
(33007
MALR 5 -2.24[0.00] -2.24[0.00] -2.24[0.00] -2.24[0.00]
(Malaysian 20 -4.47[0.00] -4.47[0.00] -4.47[0.00] -4.47[0.00]
Einggif) al SET4 -F.T74 -FAE -F.74
240 -15.4 -15.4 -1532 -152
(1200
EURD 5 -2.24[0.00] -2.24[0.00] -2.24[0.00] =
(Euro 20 -4.47[0.00] -4.47[0.00] -4 47[0.00] =
Diollat) al -7.74 S7.74 -T23 =
240 -14.5 -15.4 -14.3 =

H,:Model0=Nhodel ]

HI:I'u'Il:udelEl Z Mlodell

Reject H, when DM statistic = 2

When DM statistics < 0, Model 0 performs better than Model 1. When DM statistics > 0, Model 1 performs better than

Model 0. Exrate = Exchange rate Exrate = Exchange rate

DM statistics = Diebold and Mariano Statistics

[ ]=Binomial probability of accepting null hypothesis
Model 0 =YQ-ARFIMA, and Model 1 = RANDOM WALK are equal.
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Table 8. DM test statistics (YQ-ARFIMA versus ARFIMA)

Exrate = Exchange rate

Sample size

Exrate h 500 1000 2000 5000
ATED 5 -2.24[0.00] -2.24[0.00] -2.24[0.00] -2.24[0.00]
[Australian 20 -4 47[0.00] -4 47F[0.00] -4 47[0.00] 0.00[0.58]
Diollat) al Ny} -748 STT4 S774

240 -151 153 -141 -15.4
UKFD 5 -2.24[0.00] -1.34[0.18] -2.24[0.007] -2.24[0.00]
(Britizh 20 -4.47[0.00] -4, 47[0.00] -4 47[0.00] -4 47[0.00]
Found) ad SPA4 S74R S7dR -7.74

240 154 153 154 -13.5
CAMND 5 -2.24[0.00] -2.24[0.00] -2.24[0.00] -2.24[0.00]
(Canadiat 20 -4.47[0.00] -4.47[0.00] -4.47[0.00] -4.47[0.00]
Diollar) Al 74 704 S7T4 S7T4

240 154 154 -151 -151
FIH L. 3 -2.24[0.00] -2.24[0.00] -2.24[0.00] -2.24[0.00]
Ritgapore 20 -4.47[0.00] -4.47[0.00] -4.47[0.00] -4.02[0.00]
Diollar) al 748 748 774 -7r4

240 154 -148 -13.4 -15.4

(3500

MALR 3 -2.24[0.00] -2.24[0.00] -2.24[0.00] -2.24[0.00]
(Mlalaysian 20 -4.47[0.00] -4, 47[0.00] -4 AF[0.00] -4.47[0.00]
Ringgit) al 74 74 774 -T.74

240 154 151 154 -152

(1200

EURD A -2.24[0.00] -2.24[0.00] -2.24[0.00] 5
{Euto 20 -4.47[0.00] -4.47[0.00] -4.470.00] 5
Diollar) al -7.74 -7.48 -F74 5

240 -154 -154 -15.1 5
H Model0=hlodell Hl:I'u'IcudelEI # Modell Reject H  when DA statistic = 2

When DM statistics < 0, Model 0 performs better than Model 1. When DM statistics > 0, Model | performs better than
Model 0.
DM statistics = Diebold and Mariano Statistics
[ ]=Binomial probability of accepting null hypothesis ()= sample size
Model 0 =YQ-ARFIMA and Model 1 = ARFIMA are equal.
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Table 9. DM test statistics (RW versus ARFIMA)
Exrate = Exchange rate
Sample size
Exrate h 500 1ooa 2000 5000
AlSD 3 -2.24[0.00] -2.24[0.00] 2.24{0.00] -2.24[0.00]
(Australian 20 -3.57[0.0002] -3.13[0.0013] -2.68[0.50] -3.13[0.0013]
Diollar) &0 -5.93 593 184 -0.26
240 029 152 -4.64 -14.9
UEFD 3 -1.34[0.31] -2.24[0.00] 2.24[0.00] -2.24[0.00]
(British 20 1.72[0.92] 2.24[0.00] -3.13[0.0013] 0.E9[0.25]
Pound) &0 -1.23 4.44 174 -2.84
240 -14.9 -4.91 15.1 -4.00
CAND 5 -2.24[0.00] 0.44[0.21] 2.24[0.00] -2.24[0.00]
(Canadian 20 -3.13[0.0013] -4.47[0.00] 4.02[0.00] -4.02[0.00]
Diollar) &0 -6.71 .19 1.29 645
240 -9.03 -7.10 108 145
AIHL 5 1.34[0 97] 0.440 21] -0.44[0.5] -0.44[0.5]
(Ringapore 20 -3.57[0.0002] 3.13[0.0002] 1.78[0.97] 0.44[0.5]
Diollar) &0 7.74 -2.32 -1.29 -1.03
240 -153 -5.00 -2.32 -1.29
(35007
MALE 5 0.44[0 217 -1.34[0.97] -1.34[0.97] -2.24[0.007
(M alaysian 20 -2.49[0.000] -4.47[0.00] -4.4a[0.00] -4.47[0.007]
Ringgit) a0 S174 361 -6.97 6.19
240 1477 1.67 -5.13 -5.81
(12007
EURC 5 -0.45[0.81] -1.34[0.0.97] 2.24[0.007 -
{Buro 20 3.13[0 98] 0.89[1.00] -0.44[0.5] -
Diollar) a0 -174 S7A3 -2.58 -
240 -12.0 149 -13.4 -

H,:Model 0 =DIlodel 1

When DM statistics < 0

than Model 0.

H;: Model 0 # Ifodell

DM statistics = Diebold and Mariano Statistics

[ ]=Binomial probability of accepting null hypothesis

Model 0 =RW and Model 1 = ARFIMA are equal.
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Table 10. DM test statistics (ARFIMA versus ARMA)

Exrate = Exchange rate

Sample size

Exrate h 500 1000 2000 5000
AUSD 5 0.44[0.81] 0.44[0.21] -2.24[0.00] 2.24[0.00]
(ustralian 20 -4.47[0.02] 402[0.0013] -313[0.0013]  4.47[002]
Dollat) 60 0.00 593 5.42 0.52

240 141 451 -2.13 12.9
UKFD 5 1.34[0.31] 2.24[0.00] 2.24[0.00] -2.24[0.00]
(British 20 -3.57[0.002] -2.23[0.07] -3.57[0.002] 0.89[0.25]
Pound) a0 7.43 491 774 0.00

240 438 17.2 121 5,55
CAND 5 2.24[0.00] 0.44[0.81] ~2.24[0.00] 2.24[0.00]
(Canadian 20 3.13[0.0013]  -3.37[0.0002]  4.47[0.00] -4.02[0.00]
Dallar) 60 7.43 0.26 4173 309

240 9,94 774 081 142
SIND. 5 -1.34[0.97] 1.34[0 7] 1.34[0.97] -0.44[0.00]
(Bingapote 20 2.62[0.005] 0.89[0.59] 1.34[0.97] 3.57[0.002]
Dallar) 60 7.22 -3.09 5.42 7.22

240 593 2.77 9,94 2.00

(35007

MALR 5 -1.34[0.31] 2.24[0.00] 0.44[0.81] 2.24[0.00]
(M alaysian 20 3.57[0.002] -4.47[0.00] 2.23[0.02] -4.47[0.00]
Ringgit) 600 1.29 446 6.45 _5.42

240 £.13 7.23 787 075

(1200)

ETTRO 5 -0.44[0.21] -1.34[0.97] -2.24[0.00] -
(Euto 20 2.62[0.005] 0.89[0.59] ~3.57[0.00] ;
Dollar) 60l 7.74 206 077 ;

240 154 149 13.7 :

H :IModel 0 =Nlodel 1

H,: Model 0 # Ifodell

Reject 4 when DM statistic = 2

When DM statistics < 0, Model 0 performs better than Model 1. When DM statistics > 0, Model 1 performs better than

Model 0.

DM statistics = Diebold and Mariano Statistics

[ ]=Binomial probability of accepting null hypothesis
Model 0 = ARFIMA and Model 1 = ARMA are equal.

()= sample size
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Table 11. CM test statistics (YQ-ARFIMA versus RW)
Exrate = Exchange rate
Sample size
Ezxrate h 500 1000 2000 5000
ATTED 5 -2E2 317 -2.37 272
{Australian 20 497 -A.2a -5.37 0.04
Drollar) 60 -0.42 128 -11.2 -2.02
240 -16.1 -18.3 -17.5 -25.5
UJEFD 5 -2.51 -2.09 -2.97 -2.37
(Btritish 20 -6.22 2.04 -6.52 -363
Found) 60 -6.57F -0.39 -19.4 023
240 -l1E3 -lda 203 154
CAND 5 318 -1ES -4.23 S3.27
(Canadiat 20 -4.0a 638 -267 -4.99
Diollar) 60 -12.0 -73E -11.1 -14.5
240 -13.9 -15.0 -14.7 -24.4
I 5 -2.64 -1.42 -2.53 315
(Ringapots 20 -4 48 343 -4.26 -431
Diollar) 60 -11.1 -14.4 -10.4 -0.0a
240 -l6.E 138 -19.9 -15.4
MALR 5 -2.25 -2.53 -2.79 -2.57
(Ml alaysiaty 20 -4.E9 -0.1a -6.354 W23 E
Ringgit) 60 -2.21 -6.26 -12.5 -7
240 272 Al12E -19.5 -14.7
EURD 3 -2.04 3.69 S323 e
(Euto 20 S3ES 5.56 -5.20 e
Diollat) a0 -10.3 237 BRIk e
240 -14.7 144 18.1 .
H,:Model 0 =Dodel 1 H;: IModel 0> Modell  Reject H when CM statistic > absolute 2

When CM statistics < absolute 2, Model 0 performs better than Model 1.
CM statistics = Clark and McCracken Statistics

Null hypothesis: The two competing models are equal

Alternate hypothesis: Model 1 is a better forecasting model than model 0
Model 0 = YQ-ARFIMA and Model 1 = RW are equal.
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Table 12. (a)- Comparison of the RMSE values for the case of  British pound per unit US dollar by using the YQ-

ARFIMA model and  the Random Walk.

Sample size Ilodel Specifications

ARFIMACLA 1) Random Walk [t

() ()

Euro
158 0.0013225 0.026926 204
530 0.0025324 0.013686 5.40
720 0.00575%4 0.021163 3.68
1038 0.005406% 0.015672 2.89
1240 0.0024798 0078815 2.31

Table 12. (b) — Comparison of the MAPE values for the case of British pound per unit US dollar by using the YQ-

ARFIMA model and  the Random Walk.
Sample size Iodel Specifications
ARFIMACL &17 Random Walk M
() ()

Euro
250 0.065827 1.3474 0.5
330 0.104560 0.5556 5.31
TE0 0.374140 1.3611 364
1038 0.395240 1.1654 293
1241 0.609850 553464 .77
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