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Abstract

In this paper, we present a kind of interior point algorithm for solving Convex Quadratic Programming problem using
Logarithmic Barrier Function. In which Newton Method and Interior Penalty Function Method are combined to obtain a
simple construct and easily calculating algorithm. In each iterate it needs only to solve an equality constrained
Quadratic Programming problem.
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Introduction

Solution of Quadratic Programming problem is an important subject in Mathematical Programming and Industry
domain, which has wide practice background. There are many algorithms for Quadratic Programming problem, such as
Potential Function Projection Method; Affine Scaling Method; Primal-dual Interior Point Algorithm and so on. In this
paper, we improved the Methods of document , we obtain the search direction of d « by Newton Method and then
solve the optimal solution of equality constrained problem.

1. Convergence

To Nonlinear Programming problem: (P) min{f ()|Ax=b,x > 0}
In which  7£(y) = leQx+ch ceR",beR",AcR"™ ,0e R xeR"
2

LetQ, = {x eR"|Ax=b,x > ()}, Rank(4)=m,Q is a symmetric positive matrix.

Considering corresponding Logarithmic Barrier Function problem : (p )min{ F(x)—u, zn:ln x,|dx=b,x> 0}

i=l1
In which #, >0 is a penalty factor .
So to the optimal solution of ~ (P)and (P ),We give such theorem:

Theorem 1:If f(x)is an Convex Function Q= {x\ Ax=b,x > ()} ¢, {u . } is a strict monotone decreasing Sequence of

positive numbers which goes to zero,If we let x"is the optimal solution of (P),
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x(u k) is the optimal solution of (puk ),Then x(u . )is the optimal solution of (P) ,too.

Proof:First proof {P(xm U, )} isa strict monotone decreasing Sequence with lower-bound.

Because x, € Q.

So

Plx, u.,)<Plx, u.,)=flx, )+u.,Blx, )< flx, )+u,Blx, )= Plx, u,) and

P(xuk,uk)zf(xuk)+ukB(xuk)2 f(xuk)z f(x*)

hat {p(x U, )} is strict monotone decreasing and has a lower-bound,
a g

So there exists limiting (P, ) , Next  Proof

Pozf(X*) (1)

We use evidence to the contrary
If p > f(x* ),Then there must exists

>0
Suchthat P, > f(x")+2¢  (2)

We can see from the continuity of £(x), there exists

xeQ,, let f(;c) < f(x*)+g

Because

P(xuk U, )S P(;c,u,( ) = f(;c) + ukB(;c) < f(x*)+ e+ ukB(;c)

Also when k is sufficiently large ,there has u, B(;Cj < £-50 we have

gr;P(xuk ,uk)ﬁ f(x )+ 2¢
That P, < f(x*)+ 2¢ it is contrary to (2)
Then proof V limiting point (X, ) of x(u,) is the optimal solution of (P)

Let Ilm x, = x,

N

S)z ()T p)> ) and tim{r(y, )= £(c )= £(x)- £()>0
Pl )= £ ()= (e, )= 7 ) u B, )= £lx, )= r(x7)

so lmlPlx, u)-7(x')=0] A= slx)

It is contrary to (1)

g0 fla)=11x")

X, is the optimal solution of (P)

To the given initial inner point X, ,when the iteration step get to &,
x=x, €Qy

the search direction of problem (p ) can obtain by such that solution way:

U
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We can consider using proper Quadratic Function to approach target function f in every iteration and then we construct

the search direction by the direction which the iteration point points to the minimal point of Quadratic Function, let
x, is the approximate minimal point of f,we take f Taylor expansion at point x,_ and use its second-order

approximate.
We have

F@)= 0 )+ V() (e - x, )+%(x—xk )V Sl - x,)

Because V2 f(x,) isasymmetric matrix ,if we want to solve the minimal point of £ (x),we may let
Vf(x)=0  that is

VI )+ V2 (o N —x,) =0

We take X, asthe k +1 times of approximate of the minimal point of f(x),
-1
Xt = X — [sz(xk )] Vf(xk)

d, =V 1)) 6)
2. Related theorem
Theorem 2 :If & = 0,then d is the reduction direction of problem (p )

uy

Proof: Because V2 f(x,) is positive, [sz(xk )]’l is positive,

go V) d, ==/, Y [V2 £ (x)] V7 () <0

d, is th e reduction direction of f at point x,

Now if we want to ensure the strict feasibility of iteration solution x, , ,we must choose proper step size 4,
Because x, e Q,,  x.,=x +44d,

Ax, =Ax, + 4, Ad, = Ax, =b

And x, =x,+4d, >0

Let 4, = rminfl,—2%
d,

di <0y r<(0)

Generally we let 7 =0.995 (4)

3. Logarithmic Description

StepO: give the strict initial inner point x, e Q. and tolerance &£ > 0

u, € (0,1)6 ¢ (0,;—),,8 e (0,1), setk =1

Stepl: Compute the solution 4, of (3) f HdkH<g terminate, x, is the optimal solution of problem

(P),otherwise ,go to Step2.

Step2: ~ Compute the solution step size 2, of (4),check if it satisfies :
P(x“k U, )— Px, + Ad,u,)> —5/1,{d,{TVP(xW U, ),ifit satisfies, go to

Step3,otherwise, let A = ﬂ, go to Step2.
2

Step3:  let X =Xt A4d u, = Pu -
Step4:set k:=k+1,g0 to Stepl.
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