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Abstract

Artificial Neurons Network (ANN) is used in the decision and control of dynamic systems which can be with a lack of superfluous information.it forces the use of fuzzy logic.

For this reason, several methods and monitoring techniques have been implemented. This article presents a technique based on artificial neural networks implanted at the level of a multisensor surveillance system. It is a statistical learning method that displays optimal training and generalization performance in several domains, including the recognition domain of forms.

In this case ANN based on raspberry PI card for decision node and arduino for the input and hidden nodes, in order to develop a complete platform environmental monitoring system. and hence enhance multi-Sensor wireless signals aggregation via multi-bit decision fusion.

The back-propagation algorithm generates a weight for all nodes in the networks, with aim of minimizing absolute error committed in fusion data and economics of electrical energy using artificial intelligence techniques. This algorithm is more efficient than the human being since it can reason and learn from its errors so as not to repeat them.

Its main applications include a variety of data monitoring parameters (such as: temperature, humidity, gas sensor, … etc), that can be found in factory automation, for instance: home automation, remote monitoring and home device control, or it may be used in environment to make an exact decision in short time.
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1. Introduction

The embedded systems have been developed very quickly in the last years. This technology has become a hot research topic and greater used in the surrounding environment for spider calculated data and more thing such as control house the aim of not fastness, making certain, high and uniform level of quality (Sekkas et al., 2010; Zervas et al., 2011; Bouamar and Ladjal, 2007).

Those systems take the decision in real-time and transfer data convenience to a variety of personal portable digital devices.

On the one hand, sensor networks might be used for monitor accidental or natural environmental changes. In (Werner-Allen et al., 2006) the authors describe in this work the implementation of a sensor array on the "Reventator" volcano in the western Amazon in Ecuador. The data collected during the movements were transmitted to the next level nodes while nodes were always in the same place. The expected lifespan of the nodes is about 45 years. They can also be used for monitor the changing in the environment.(Abdellah, 2010;
Jiang et al., 2011; Valdma et al., 2007).

On the other hand, the physical topology of sensor networks depends on the deployment model, random or deterministic. The choice of this model is made according to the realization difficulty of this deployment, linked to the size of the reed and the accessibility of the deployment zone.

Typically, the aim of physical deployment studies is to determine network coverage in terms of event detection. Logical topology often determines the qualities and performance of the network. (Mamun, 2012) performed a detailed comparison of four types of logical topologies using ten different metrics. The four topologies are:

- The flat or unorganized topology, in which all the nodes have the same role in the meantime the routing is determined at each emission, thus we use unaddressed diffusion;
- The clustered topology in which the nodes are organized into groups and the organized routing are priori by choosing a "leader" cluster that is a kind of intermediate sink for its group;
- Tree topology, which is a construction obtained by the routes created and stored from each sensor node to the well which is the root of the attract;
- The chain topology in which the nodes form one or more chains passing through the well.

Then the wireless sensor networks have already been widely used in the daily life environment. It is applied in many different fields, including health care, digital home, industrial control, environmental monitoring and other fields to provide various types of wireless information and communication.

As in our previous work where we have implemented two methods that make decision following the detection of failure in these real and random signals outcome from multiple wireless sensors (Essahlaoui et al., 2016). Here we focus on the problem of efficient data fusion while reducing the number of bits transmitted in the wireless sensor network, and change the deflate weight to the best one to economize energy using artificial intelligence techniques.

In our work, we used two post-detection decision-making methods and one algorithm to find the best weight to minimize the error. using it to identify multiple wireless sensors in the result of these real signals. we designed a neural network with Raspberry Pi, Arduino, Rf RF433hz and several open source software.

2. Background

2.1 The Node Card and Transmission Module

2.1.2 Raspberry

Raspberry is a single board computer with onboard processor (1.2GHz 64-bit quad-core ARMv8 CPU), memory (1GB RAM), graphics, audio, for the input-output is equipped with 2.4 GHz WiFi 802.11n (150 Mbit/s) and Bluetooth 4.1 (24 Mbit/s) in addition to the 10/100 Ethernet port, this one is more performance than that using by Ferdoush in (Ferdoush and Li, 2014).

![Raspberry pi 3 Card with many analog/digital input/output](image)

2.1.3 Arduino Nano

The Arduino Nano is a small, complete, and breadboard friendly board based on the ATmega328 (Arduino Nano 3.0). It lacks only a DC power jack, and works with a Mini-B USB cable instead of a standard one. It can be powered via the Mini-B, USB6-20V unregulated external power supply (pin 30), or 5V regulated external power supply (pin 27). The Nano was designed and is being produced by Gravitech.
2.1.4 The transmission channels (WIFI and RF433hz)

Transmission channel is a narrow band of frequencies usable for communication that is free (i.e. not requiring a radio license) to pay. In Morocco the National Telecommunications Regulatory Agency (ANRT) is the regulator responsible for the use of the frequency bands, which authorized the use of bands below 3GHz and 433 - 437.79 MHz (“ANRT-Maroc-Plan-national-frequences-2013,” n.d.; “Frequency Spectrum | Morocco - National Telecommunications Regulatory Agency,” n.d.).

In this work we have implemented a set of low cost radio transmitter / receiver modules using ASK (Amplitude Shift Keying) modulation on a frequency of 433 MHz which can be used for industrial, scientific and medical applications and a Built-in wi-fi module on raspberry cards which is based on the IEEE 802.11n standard to define the low layers of the OSI model to make a wireless connection using electromagnetic waves.

2.2 Sensor

2.2.1 Temperature LM 36

This is the same temperature sensor that is included in (Essahlaoui et al., 2016; Ferdoush and Li, 2014). the TMP36 is a low voltage, precision centigrade temperature sensor. It provides a voltage output that is linearly proportional to the Celsius temperature. It also doesn’t require any external calibration to provide typical accuracies of $1^\circ C$ at $+25^\circ C$ and $2^\circ C$ over the $40^\circ C$ to $+125^\circ C$ temperature range. We like it because it’s so easy to use: just give the device a ground and $2.7$ to $5.5 $ VDC and read the voltage on the Vout pin. The output voltage can be converted to temperature easily using the scale factor of $10 \text{ mV/}^\circ C$.

**LM 36 Features:**

- $2.7 V$ to $5.5 VDC$
- $10 \text{ mV/}^\circ C$ scale factor
- $\pm 2^\circ C$ accuracy over temperature
- $\pm 0.5^\circ C$ linearity
- Operating Range: $-40^\circ C$ to $+125^\circ C$

2.2.2 Humidity and Temperature Sensor RHT03

The RHT03 (also known by DHT-22) is a low-cost humidity and temperature sensor with a single wire digital interface. The sensor is calibrated and doesn’t require extra components so you can get right to measuring relative humidity and temperature of Environment (Jiang et al., 2011; Zhang et al., 2013).

**RHT03 Features:**

- $3.3 – 6V$ Input
- $1 – 1.5mA$ measuring current
- $40 – 50 \text{ uA}$ standby current
- $\text{Humidity from 0 – 100% RH}$
- $-40 – 80^\circ C$ temperature range
- $\pm 2%$ RH accuracy
2.2.3 Gas Sensor MQ-6
Description liquefied petroleum gas Sensor - MQ-6: This is a simple-to-use liquefied petroleum gas (LPG) sensor, suitable for sensing LPG (composed of mostly propane and butane) concentrations in the air. The MQ-6 can detect gas concentrations anywhere from 200 to 10000 ppm.

This sensor has a high sensitivity and fast response time. The sensors output is an analog resistance. The drive circuit is very simple; all you need to do is power the heater coil with 5V, add a load resistance, and connect the output to an ADC.

LPG Gas Sensor (MQ6) Features:
- High Sensitivity to LPG, iso-butane, propane
- Small sensitivity to alcohol, smoke
- Detection Range: 100 – 10,000 ppm iso-butane propane
- Fast Response Time: < 10s
- Simple drive circuit
- Heater Voltage: 5.0V

2.2.4 Gas Sensor MQ-4
Description Methane CNG Gas Sensor - MQ-4: This is a simple-to-use compressed natural gas (CNG) sensor, suitable for sensing natural gas (composed of mostly Methane [CH4]) concentrations in the air. The MQ-4 can detect natural gas concentrations anywhere from 200 to 10000ppm.

This sensor has a high sensitivity and fast response time. The sensors output is an analog resistance. The drive circuit is very simple; all you need to do is power the heater coil with 5V, add a load resistance, and connect the output to an ADC.

3. Overview Result
In this work we have used an accurate simulation to find the suitable parameter to the neurons for a good decision to the output of the two algorithms used, and then we make a comparison of the performance of these algorithms.

3.1 Neuronal Parameters
Considering the network of neurons below, we have built two layers of neurons a hidden layer and a layer of information production.

A simulation of reals with the back-propagation algorithm on the JavaNNS (Java Neural Network Simulator) software, so that it determines the weights of the nodes (parameter Learning Back-propagation and $\eta = 0.9$ and max non-prop aged error 0.1).

Figure 3. Neurons Network Simulated with JAVA NNS (initial state)
Which in the Minimum Error therefore calculate the sensitivity for each iteration $Err_{Network}$ following equation Eq (1), so that it determines the effect of each of the weights on the minimization of the error and adjusted that for the rest of the experiment.

This requires an algorithm which reduces the absolute error that results by the back coupling, and therefore the error quadrille subsequently:

$$Err_{Network} = P_{red} - R_{eq}$$  \hspace{2cm} (1)

- Pred Network production.
- Req Production requires.

The functional description of the neuron is given by the following diagram like (Sekkas et al., 2010; Zervas et al., 2011) with parameter given by back-propagation algorithm:

$$W_{IA} = \begin{bmatrix} 0.063 & 0.326 \\ -0.982 & 0.214 \\ -0.99 & 0.203 \\ -0.244 & -0.667 \end{bmatrix}$$  \hspace{2cm} (2)

At the end of program run JAVANNS Parameters of peas after the stabilization of neural networks without:

$$W_{fA} = \begin{bmatrix} -0.473 & -3.237 \\ -0.982 & 0.214 \\ -0.99 & 0.203 \\ -0.771 & -3.217 \end{bmatrix}$$  \hspace{2cm} (3)

We obtain the same results for the weights between the hidden nodes and the output node.

Initially:

$$W_{bl} = \begin{bmatrix} -0.108 \\ 0.977 \end{bmatrix}$$  \hspace{2cm} (4)

The result of the running program is:

$$W_{fbl} = \begin{bmatrix} 0.654 \\ 5.76 \end{bmatrix}$$  \hspace{2cm} (5)
Note that the back-propagation algorithm converges in almost 250 iterations this result is best than (Shaohua Chen et al., 2003). These parameters propagate (Chafik et al., 2014) on the network periodically so that all neuron changes the weight automatically.

The objective of this distribution and its contribution by the supervised network is to regulate the weights so that the difference between the production of network and the production demands is reduced.

3.2 Theoretical Approach's

The different test signal using for comparing between the performed results and results detection of both algorithms Cusum and Onset, After data fusion processing in ANN:

The output of the network of sensors (after fusion) in the case where there is no detection algorithm, It gives only a signal that is not directly used.

Therefore, for the future it is necessary to use a one of the algorithms Previously mentioned, to detected automatically the breaking point.

3.3 Detection of Onset

One of the simplest methods to automatically detect or identify the change or occurrence of a particular event in the data, for example, its beginning and ending, or simply the data onset, is based on amplitude threshold, where the signal is considered to be ‘on’ when it is above a certain threshold. This threshold can be proportional to the amplitude of the baseline (the part of the data that we know there is no real signal, only noise). For instance, a threshold equals to two or three times the standard deviation of the baseline is a common procedure employed in the analysis of electromyographic data. On the other way, to set the threshold would be as a percentage value of
the maximum or peak of the data. For instance, in movement analysis it’s common to define the onset period as the signal above 5% of the peak velocity of the investigated movement.

The function ‘detect onset.py’ implements such onset detection based on the amplitude threshold method with a parameter to specify a minimum number of samples above threshold to detect as onset and another parameter to specify the minimum number of samples (continuous or not) below threshold that will be ignored in the detection of data greater or equal to threshold (to avoid the detection of spikes or transients in the data). The function signature is:

\[
detect\_onset(x, threshold = 0, n_{above} = 1, n_{below} = 0, show = False, ax = None)
\]

The out of networks after using back-propagation algorithm, import the necessary Python libraries and application of ONSET, the results find are trace with the card Output Raspberry in a monitor.

Onset Performance: The card automatically detects breakage instantly. The performance of the result found after best of the last three loops Onset algorithms with data size = 10000 is:

\[
1000 \text{ loops, best of 3 and 224 s per loop}
\]

3.4 CUSUM Algorithm

Refers to procedures to identify abrupt changes in a phenomenon (Basseville et al., 1993), by abrupt change it is meant any difference in relation to previous known data faster than expected of some characteristic of the data such as amplitude, mean, variance, frequency, etc.

The Cumulative sum Algorithm (CUSUM) is a classical technique for monitoring change detection. One form of implementing the CUSUM algorithm involves the calculation of the cumulative sum of positive and negative changes \(g^+\) and \(g^-\) in the data \(x\) and comparison to a \(threshold\).

When this \(threshold\) is exceeded a change is detected \((t_{alarm})\) and the cumulative sum restarts from zero. To avoid the detection of a change in absence of an actual change or a slow drift, this algorithm also depends on a parameter \(drift\) for drift correction. This form of the CUSUM algorithm is given by:

\[
\begin{align*}
    s[t] &= x[t] - x[t-1] \\
    g^+[t] &= \max(g^+[t-1] + s[t] - drift; 0) \\
    g^-[t] &= \max(g^-[t-1] - s[t] - drift; 0)
\end{align*}
\]

If \((g^+[t] > threshold)\) or \((g^-[t] > threshold)\):

\[
\begin{align*}
    t_{alarm} &= t \\
    g^+[t] &= 0 \\
    g^-[t] &= 0
\end{align*}
\]

There are different implementations of the CUSUM algorithm; for example, the term for the sum of the last elements \((s[t]\) above) can have a longer history (with filtering), it can be normalized by removing the data mean and then divided by the data variance), or this sum term can be squared for detecting both variance and parameter changes, etc.

For the CUSUM algorithm to work properly, it depends on tuning the parameters \(h\) and \(v\) to what is meant by
a change in the data, this tuning can be performed following these steps:

**Stape 1:** Start with a very large threshold.

**Stape 2:** Choose drift to one half of the expected change, or adjust drift such that $g = 0$ more than 50% of the time.

**Stape 3:** Then set the threshold so the required number of false alarms (this can be done automatically) or delay for detection is obtained.

**Stape 4:** If faster detection is sought, try to decrease drift.

**Stape 5:** If fewer false alarms are wanted, try to increase drift.

**Stape 6:** If there is a subset of the change times that does not make sense, try to increase drift.

The function `'detect\_cusum.py'` (code at the end of this text) implements the CUSUM algorithm and a procedure to calculate the ending of the detected change. The function is called with:

```python
detect_cusum(x, threshold = 1, drift = 0, ending = False, show = True, ax = None)
```

Let’s see how `detect\_cusum.py` work; first we import the necessary Python libraries and implement algorithm to detect the change in environment like (Granjon, 2014):

![Figure 9. a) Cusum detection with alarm point, b) is Cusum Result of negative and positive changes](image)

**Figure 9.** a) Cusum detection with alarm point, b) is Cusum Result of negative and positive changes

**CUSUM Performance:** The same in this case the card detects automatically breakage instantly. The performance of the result found after best of the last three loops Cusum algorithms with data size = 10000 is:

10 loops, best of 3 and 49.7 ms per loop.

The output of this filter is approximately similar to the result found by Granjon Pierre in (Granjon, 2014).

4. Summary and Conclusions

In this paper, we have implemented two methods of decision-making following detection and one algorithm for find the best weight to minimize the error. using this for determines in these real signal’s outcome from multiple wireless sensors. we designed neuron network with Raspberry Pi, Arduino, Rf RF433hz and a number of open-source software packages.

The system contains a variety of engaging options, as well as low-priced, compact, scalable, simple to customise, easy to deploy, and simple to keep up. One major advantage of the planning lies within the integration of the gateway node of wireless sensing element network, as a result, it's considerably reduced the complexity of wireless sensor network system development. The detailed design and mensuration results given during this paper clearly demonstrate the utility of such a system.

From the results, we have found, the use of the Cusum filter after a neuron resonator gives us an excellent degree
of accuracy than onste. That it is at the levels of the execution time with 49.7 ms/loop and also of use CPU just 10 loops to detected the threshold.

However, the time of the training phase is relatively long, which makes it possible to consider other faster calculation tools (FPGAs for example) for more performance. By increasing the training base and adding new sensors capable of providing more information, such as software sensors, the accuracy of the decision can be further improved.
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