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Abstract 

In this work, we execute a generally new analytical technique, the modified generalized Mittag-Leffler function 
method (MGMLFM) for solving nonlinear partial differential equations containing fractional derivative 
emerging in predator-prey biological population dynamics system. This dynamics system are given by a set of 
fractional differential equations in the Caputo sense. A new solution is constructed in a power series. The 
stability of equilibrium points is studied. Moreover, numerical solutions for different cases are given and the 
methodology is displayed. We conducted a comparing between the results obtained by our method with the 
results obtained by other methods to illustrate the reliability and effectiveness of our main results. 

Keywords: fractional partial nonlinear system, Mittag-Leffler function, predator-prey model, stability 

1. Introduction 

In recent years, the fractional differential equations have been used to describe many phenomena in various 
fields in engineering, physics, chemistry, and other sciences, such as electromagnetic waves, boundary layer 
effects in ducts, viscoelastic mechanics, the diffusion of biological populations, and so on Metzler& Klafter 
(2000), Hilfe (2000), Oldham & Spanier (1974), Podlubny (1999), Samko et al. (1993). However, most of these 
differential equations containing fractional derivative are very difficult to exactly solve, so numerical and 
approximation methods must be applied. There are many powerful methods have been used to approximate 
linear and nonlinear fractional differential equations. These methods involve homotopy perturbation method 
(HPM) He (2005), Ganji& Sadighi (2007), Adomain decomposition method (ADM) Adomian (1988), variational 
iteration method (VIM) Safari et al. (2009), He (2011), generalized Mittag-Leffler function method (GMLFM) 
for ordinary fractional differential equations Arafa et al. (2013a,b) and so on. 

The Mittag-Leffler function has gained great importance because of its participation in solving many 
applications of fractional differential equations. So, the method of the GMLFM proved its efficiency and its 
lightness in solving the ordinary fractional differential equations Arafa et al. (2013a,b). Moreover, the 
Mittag-Leffler function undetermined coefficient method is contributed to the solution of fractional 
homogeneous partial differential equations Liu et al. (2017). 

It should be noted that the results obtained in this research are completely different from the results published in 
Liu et al. (2017) where we are using a different approach. As the method used in the mentioned paper solve only 
one partial fractional differential equation and the nonlinear part in this equation is always equal to zero, and this 
is not the case in our method presented in this article. 

The Lotka-Volterra equations, also is called predator-prey equations, are a pair of first order differential 
equations utilized to characterize the dynamics of interactions of two species. Several authors studied first order 
systems and analyzed the dynamical behavior of these systems (see e.g. Gourley & Britton (1996), Petrovskii et 
al. (2005)). The fractional-order predator- prey have been considered Ahmed et al. (2007), were the authors used 
fractional-order derivative instead of first-order time derivative. Recently, HPM in Kadem & Baleanu (2011) is 
applied to solve the coupled fractional Lotka-Volterra equations. Liu & Xin (2011) obtained a new analytical 
technique for solving nonlinear fractional partial differential equations arising in predator-prey biological 
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population dynamics system. Finally, H. El-Saka (2014) considered the fractional-order predator-prey model and 
studied the stability of the equilibrium points (for more details see Ahmed et al. (2004), Petras (2011) and 
reference therein). 

In our work we apply the MGMLFM to derive analytic approximate solutions of the following fractional system 
of partial differential equations Liu & Xin (2011):  

 

( , , ) = ,

( , , ) = ,

C
t xx yy

C
t xx yy

D U x y t aU bUV U U

D V x y t bUV cV V V

α

α

 − + +


 − + +  (1) 

where C
tDα  is the Caputo fractional derivative of the functions U and V with respect to time ( > 0t ), for 

arbitrary order α  (where 0 < 1α ≤ ), ,x y ∈ R , the positive constants , ,a b c  denotes the natural birth 

rate, the competitive rate and the natural death rate, respectively, and ( , , )U x y t  and ( , , )V x y t  represents 

the prey population and predator population density, respectively. The main reason for considering the 
predator-prey equations of fractional order α  (where 1α → ) is to lessen the error that may emerge from 
disregarded parameters or rearrangements in the classical predator-prey model. In this view, the utilization of 

<1α  has just the effect of transforming the classical model in Liu & Xin (2011) into a model with memory (1). 
Generally, fractional order partial differential equations are generalizations of integer order partial differential 
equations. Also, the importance of non-locality property for the fractional derivative make the solutions of the 
fractional system (1) at any time affected by all previous responses. Hence, again the fractional model (1) 
possess memory (where memory effects are important) (see e.g Du et al. (2013), Moaddy et al. (2012)). 
This paper is organized as follows. In the next Section, we present some basic concepts of fractional calculus 
specifically pertinent to this work for understanding our main results are presented in this article. In Section 3, 
we formulate the MGMLFM for solving a general system of partial differential equations containing fractional 
derivative. Section 4 is devoted to study the equilibrium points and the stability analysis of the fractional system 
(1). We apply the MGMLFM to obtain analytic approximate solutions of the system (1) with two different cases 
of initial conditions in Section 5. Moreover, we show some numerical simulations of our model and compare the 
results with different methods to prove the efficacy of our approach. In Section 6 some conclusions are 
summarized. 

2. Some Preliminaries and Concepts 

Here, we provide some definitions and preliminaries which are related to the results of this paper (see e.g. 
Podlubny (1999), Samko et al. (1993)).  

Definition 1. The Riemann-Liouville fractional integral of order > 0α  of a function ( ),f t  can be defined 

as 

 1
0 0

0

1
( ) = ( ) ( ) , 0, > ,

( )

t

t t
I f t t f d t t tα αξ ξ ξ

α
−− ≥

Γ   

 
0 ( ) = ( ),tI f t f t

 
where ( )Γ ⋅  is the Euler gamma function. 

Definition 2. The Caputo partial fractional derivative of a function ( , ),g x t  of order α  is defined as  

 1
0 0

0

1 ( , )
( , ) = ( ) , 0, > ,

( )

ntC n
t nt

g x
D g x t t d t t t

n
α α ξξ ξ

α ξ
− − ∂− ≥

Γ − ∂  

where 1 < ,n nα− ≤  .n∈N  In particularly, for 0 < 1,α ≤  Caputo partial fractional derivative becomes  

 0

1 ( , )
( , ) = ( ) .

(1 )

tC
t t

g x
D g x t t dα α ξξ ξ

α ξ
− ∂−

Γ − ∂
 

Definition 3. The two-parameter Mittag-Leffler function defined as follow:  

 
,

=0

( ) = ,    , > 0,
( )

n

n

x
E x

nα β α β
α β

∞

Γ +
 (2) 

if = 1β , then this function is one-parameter Mittag-Leffler (i.e. ( )Eα ⋅ ) and if = = 1α β  this function 
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represent the exponential function.  
 

Lemma 1. The Caputo fractional derivative of generalized Mittag-Leffler function is given by  

 

( 1) 1

=0 =1 =0

( ) = ( ) = = = ( ),
( 1) (( 1) 1) ( 1)

n n n n n n
C C

t t
n n n

A t A t A t
D E At D AE At

n n n

α α α
α α α α

α αα α α

− +∞ ∞ ∞

Γ + Γ − + Γ +  
(3) 

where A  is an undetermined coefficient.  

Theorem 1. Ghorbani (2009) Assume that ( )N v  is a nonlinear function, and 
=0

= ,l
ll

v vη∞  then we have  

 

=0
=0 =0=0 =0

( ) = = .
n n n n

l l
l ln n n

l l

N v N v N vη
η η

η η
η η η

∞∂ ∂ ∂   
   ∂ ∂ ∂   
 

 
3. Analysis of the MGMLFM 

This section explains the basic idea of MGMLFM, in order to do this, we consider a general nonlinear fractional 
partial system with initial conditions of the form 

 
( , ) = ( ( , )) ( ( , ),C

tD U X t L U X t N U X tα +
                       (4) 

subject to the initial condition  

 ( , 0) = ( ),U X Xφ                                         (5) 

where C
tDα  is the arbitrary ( 1 <p pα− ≤ ) order Caputo partial fractional derivative of function ( , )U X t  

with respect to " ",t  1 2= ( , , , )T
mU u u u  whereas the superscript " "T  means " transpose " , 

1 2= ( , , , ) ,n
nX x x x ∈ R  , , ,p m n ∈ N  L  and N  are represented the general linear and nonlinear 

differential operator for the function ( , )U X t , respectively, and 1 2= ( , , , )T
mφ φ φ φ  is a known function of 

variable .X  
The MGMLFM proposed that the solution of ( , )U X t  which announced in (4) can be written by an infinite 

series as the following  
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where 1 2, , , mA A A  are undetermined coefficients and 1 2( ), ( ), , ( )mw X w X w X  are a functions of the 

variable .X  By using the initial condition (5) we have

1 1 2 2( ) = ( ), ( ) = ( ), , ( ) = ( ).m mw X X w X X w X Xφ φ φ  Moreover, from Lemma 1, MGMLFM 

assumptions (6), the fractional partial system (4) and initial conditions (5) we have  
 

1

=0 =0 =0

( ) = ( ( ) ) ( ( ) ), = 1,2, .
( 1) ( 1) ( 1)

j j j
j j j

m m m m m m
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t t t
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∞ ∞ ∞
+ +
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(7) 
So, the linear term can be decomposed as 

 =0 =0

( ( , )) = ( ( ) ) = ( ( ))
( 1) ( 1)
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*

=0

= ( ) , = 1,2, ,
( 1)

j
j

m m m
j

t
X A m

j

α

λ φ
α

∞

Γ + 
                         (8) 

 where *
mλ  is a constant. With the help of Theorem 1 and He’s polynomials Ghorbani (2009), Mohyud-Din et 

al. (2009), Liu (2012) fractional nonlinear equations by He polynomials the nonlinear term can be decomposed 
as  

 =0 =0

( ( , )) = ( ( ) ) = ( ( )) ( ( , ))
( 1)

j m
j

m m m j
j j

t
N U X t N X A N X N u X t

j

α

φ φ
α

∞

Γ + 
        (9) 

By substituting from equations (8) and (9) into equation (7), we can identify the recurrence relation and obtain 

the undetermined coefficient mA  and then get the general solution for the nonlinear fractional partial system.  

4. The Asymptotic Stability of the Equilibrium Points  
To determine the stability of the equilibrium points of a fractional order predator-prey model (1), we first 
evaluate the uniform steady states of the following system:  

 

 

2 2
1 1

1 1 1 2 2 2

2 2
2 2

2 2 1 2 2 2

( , , ) = ( , ) ,

( , , ) = ( , ) ,

C
t

C
t
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α
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

 ∂ ∂ + +
                               (10) 

 

where 1 2( , ) = ( , )U V u u , 1 1 1 1 1 2( , ) =f u u au bu u−  and 2 1 2 1 2 2( , ) = .f u u bu u cu−  To evaluate the 

equilibrium points of (10), let  

( , , ) = 0,   = 1,2,C
t jD u x y t jα  

 

then * *
1 2 1 2( , ) = (0,0) (trivial) and ( , ) = ( , ) (coexistence)eq eq c a

u u u u
b b

are the equilibrium points, where 

* *
1 2 1 2( , ) = ( , ) = 0, = 1,2eq eq

j jf u u f u u j . For * *
1 2( , ),u u  we examine the asymptotic stability Ahmed et al. 

(2004) by assume  

 

*

*

=  ( ),

                                         = 1, 2

=  ( ).

j j j

j j j

u u exp ikx t

j

u u exp iky t

λ

λ

 + +
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ò
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                     (11) 

 
Thus, the eigenvalues are given by the following determinant  
 

21 1

1 2

22 2

* *1 2 ( , )1 1

= 0.

  
u u

f f
k

u u

f f
k

u u

λ
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This can be solved for λ  as  

2

1,2

4
( ) = ,

2
k k ktr tr

kλ
± − Δ
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where, ktr  refers to the trace of the following matrix  

 

21 1

1 2

22 2

* *1 2 ( , )1 2

= ,

  
u u

f f
k

u u

M

f f
k

u u

∂ ∂ − ∂ ∂ 
 
 ∂ ∂ − ∂ ∂ 

 
 

and kΔ  to the determinate of M  (i.e. = ( )ktr tr M  and = ( ))k det MΔ . The equilibrium point 
* * * *
1 2( , ) = ( , )u u U V  is locally asymptotically stable if both the eigenvalues 1 2, λ λ  are negative 

( | arg( ) |> ,  = 1, 2
2i i

απλ ∀  (see e.g. Ahmed et al. (2006), Ameen (2018)).  

5. Applications and Results 

In this section, we apply the MGMLFM to solve the fractional predator-prey system in different cases and 
compare the results with other methods to illustrate the advantages and the accuracy of the MGMLFM. 

Case 1. Here, we considered the system which announced in (1) with the following initial conditions  

 0 0( , ,0) = , ( , ,0) =U x y U V x y V
                     (12) 

 
Now we apply the MGMLFM. By using the suggestion stated in (6), let  

 

 
1

=0
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t
U x y t W x y A

n
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∞
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2
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n
n

n

t
V x y t W x y B

n

α

α

∞

Γ +
                            (14) 

 

where ,A B  are undetermined coefficients. From the initial condition (12), we have 1 0( , ) =W x y U  and 

2 0( , ) = .W x y V  By using (8), we obtain the linear part of the system (1) as the following  

 
*

0 0 1( ) = = ,U aU aλΛ 
 

*
0 0 2( ) = = .V cV cλΛ −  −

 
 

Similarly, the nonlinear part of this system satisfies  
 

 0 0 0 0 0 0( ) = , ( ) = .U bU V V bU VΛ − Λ
 

 
By using equations (7) and (1), then we have  
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where  
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Then, the recurrence relations are defined by  
 

 
1

0= ( 1),n n nA aA bV d nα+ − Γ +
 

 (16) 

 
1
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By substitute different values of ,n  we obtain recursively  
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From (13) and (14), we obtain approximate solution in a series form as the following  
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Table 1. Comparison of the numerical values with MGMLFM, HPM and VIM when 0 = 100,U  0 = 10,V  

= 0.05,a  = 0.03,b  and = 0.01c  

 t    α    Value ( , )U V by MGMLFM  Value ( , )U V  by HPM   Value ( , )U V  by VIM 

 0.02   1  (99.4831, 10.6146)   (99.4831, 10.6146)  (99.4834, 10.6323) 

  0.9  (99.1865, 10.9633)   (99.1865, 10.9633)  (99.3065, 10.8375) 

 0.2   1  (93.0910, 17.8514)   (93.0910, 17.8514)  (93.3908, 17.7382) 

  0.9  (90.5735, 20.5567)   (90.5735, 20.5567)  (92.4584, 18.8198) 

 0.3   1  (87.9348, 23.4430)   (87.9348, 23.4430)  (88.9466, 22.7237) 

  0.9  (83.7933, 27.7785)   (83.7933, 27.7785)  (87.8005, 24.0532) 

This table shows the approximate solutions of the system (1) with initial conditions (12) by using MGMLFM, 

HPM and VIM when the parameter takes values 0 = 100,U  0 = 10,V  = 0.05,a  = 0.03,b  and 

= 0.01.c  
Case 2. In this case, the initial conditions of the system (1) are given by  
 

 ( , ,0) = , ( , ,0) =x y x yU x y e V x y e+ +
                          (17) 

 
Using the same suggestion in Case 1 for the functions ( , , )U x y t  and ( , , )V x y t  stated in (13) and (14), 

respectively. The linear part is given by  
 

 
*
1( ) = (2 ) = (2 ),x y x ye a e aλ+ +Λ +  +

 

 
*
2( ) = (2 ) = (2 ),x y x ye c e cλ+ +Λ −  −

 
 

and nonlinear part of this case gives  
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By using equation (7) we get  
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where nd  is defined before. Then, the recurrence relations are defined by  
 

 
1 = (2 ) ( 1),n n x y nA a A be d nα+ ++ − Γ +  

 (19) 

 
1 = (2 ) ( 1).n n x y nB c B be d nα+ +− + Γ +  

 
By substitute different values of ,n  we obtain recursively  

 

 
0 0= 1, = 1,A B  

 

 
1 1= 2 , = 2 ,x y x yA a be B c be+ ++ − − +  
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2 1 1 1 2 1 1 1= (2 ) ( ), = (2 ) ( ),x y x yA a A be A B B c B be A B+ ++ − + − + +  

 

 

3 2 2 2 1 1
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α
α
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3 2 2 2 1 1
2
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= (2 ) ( ).

( ( 1))
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α
α
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The approximation solution in a series form is given by  

 

2 3
0 1 2 3( , , ) = ( ),

( 1) (2 1) (3 1)
x y t t t

U x y t e A A A A
α α α

α α α
+ + + + +
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Figure 1. The surface displays the solution of ( , , )U x y t  and ( , , )V x y t  by using MGMLFM for = 1,α  

= 0.7,a  = 0.03,b  = 0.3c  and = 0.53t . 

 

 
 

Figure 2. The surface displays the solution of ( , , )U x y t  and ( , , )V x y t  by using "MGMLFM" for 

= 0.85,α  = 0.7,a  = 0.03,b  = 0.3c  and = 0.53t . 
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Figure 3. The surface displays the solution of ( , , )U x y t  and ( , , )V x y t  by using MGMLFM for 

= 1,0.85,0.75α  = 0.7,a  = 0.03,b  = 0.3c  and = 0.53t  . 

 

 
 

Figure 4. The surface displays the solution of ( , , )U x y t  by using MGMLFM for = 0.85α , = 0.3c , 

= 0.53t , = 0.5a , = 0.03b  in the drawing on the left and = 0.7a , = 0.04b  in the drawing on the 
right. 

  

 
 

Figure 5. The surface displays the solution of ( , , )V x y t  by using "MGMLFM" for = 0.85α , = 0.5a , 

= 0.53t , = 0.6c , = 0.04b  in the drawing on the left and = 0.8c , = 0.06b  in the drawing on the 
right. 

  
We presented in Figure 1 the numerical simulation of the proposed system with a fitting parameter. From the 
graphical results, we realize that ( , , )U x y t  first increases with the spatial factors (e.g. In some places, prey 
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are vulnerable to predation while in the other places is a complete shelter, see for more details Křivan (2008)), 
after that decreases. In spite of the fact that ( , , )V x y t  always increases with the spatial factors with the 

selected parameters. Figure 3 shows the numerical simulation of the prey-predator population density with 
different values of α . Figures 4 and 5 reflect the effect of various estimations of parameters a , b  and c  on 

( ; ; )U x y t  and ( ; ; )V x y t . Comparing with the previous figures, we have reached the parameter ,a b  

infects the increased speed, the maximum esteem, and the decrease speed of ( , , )U x y t . While, the parameters 

c  and b  impact on ( , , )V x y t  where the climax takes a small time to be reduced. This behavior 

corresponds to the results in our real world. From the above results of the fractional prey-predator population 
system, show that the fractional model coincides with the anomalous biological diffusion behavior spotted in the 
domain.  
6. Conclusion 

This article deals with partial differential equations that contain time-fractional derivatives for predator-prey 
modeling which describes a biological population dynamics system and its approximate solution is presented 
using relatively new analytical techniques MGMLFM. The numerical results for the fractional order 
predator-prey model with different values of parameter a , b  and c  are agreed with the theoretical analysis 
of the equilibrium points and their local asymptotic stability. In order to assess the advantages and the accuracy 
of the MGMLFM we compare our results with the results have been done previously by some other well-known 
methods. From the results, we have seen that this methodology is an efficient and proficient method for finding 
the analytical and approximate solution for nonlinear partial differential equations of fractional order. 
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