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Abstract
Concerns over rising fuel consumption have prompted research into the influences of built environments on travel behavior. On the basis of data from origin-destination(OD) travel survey data of Mashhad (74287 trip data in 2011) and using Geographically Weighted Regression, socio-demographic characteristics, are shown to be strongly and positively associated with the fuel consumption per capita (car ownership elasticity=0.347878); we also found a positive association between distance to center and designs that are not pedestrian friendly with fuel consumption (average block size=0.147489, distance to center =0.334953) Although the study demonstrates a moderately strong negative elasticity between population density and the fuel consumption(population density = -0.259335). It suggests that the largest energy consumption reductions would come from creating compact communities which have land-use diversity and more walkable areas with pedestrian cycling infrastructure around all of the stations along transit lines.

In order to enhance a sustainable urban plan, the socio-economic driving factors should be considered as one of the main element of energy consumption as well.
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1. Introduction
With the growth in automobile use and increase in daily vehicle miles traveled (VMT), concerns over fuel consumption, energy prices, and congestion have turned research into the influences of built environment factors on motorized travel. Not only is the transport sector of Iran one of the largest energy consumers and sources of CO₂ emissions, but also it is one of the fastest growing consumers of energy and producers of CO₂: other sectors are experiencing either stabilization or decline (Statistics Iran, 2016).

The transport sector must try to achieve the energy consumption reduction which targets to be more sustainable (Hickman, Headicar, & Banister, 2009; Hickman, Ashiru, & Banister, 2010).The built environment variables at origin and destinations are key factors for complexity of decisions for making travel, vehicle type choice, mode choice (such as private car, public transportation and non-motorized modes), travel time, distance and corresponding energy consumption which are result of traveler decisions that associate vehicle ownership and travel activities(Ewing & Cervero, 2010).

We use an extensive data source, the origin-destination(OD) travel survey data of Mashhad (74287 trip data in 2011) which contains traveler characteristics, trip information, as well as vehicle characteristics. These data are aggregated to the 253 traffic regions at travel origin. The urban form variables are collected from major data sets of Mashhad Department of Planning (MDP).

A large number of studies have examined the impact of Built Environment Characteristics on Energy Consumption, but very rarely consider the whole bundle of factors simultaneously. There is no any study employing location-specific output produced by GWR which used to visualize spatial variations in regression diagnostics and model parameters within a study area. Maps generated from GWR analysis play a key role in exploring and interpreting how statistical relationships and their significance alter over space.
2. Material Studied

There is a considerable and growing body of research that investigates the relation between the built environment characteristics and travel behavior (Mitchell & Rapkin, 1954; Cervero, 1996; Banister, 1997; Newman & Kenworthy, 1999; Crane, 2000; Ewing and Cervero, 2001 & 2010; Stead, 2001). Some researchers, showed that land use variables weakly affect the travel behavior (Boarnet & Sarmiento, 1998; Giuliano & Small, 1993). Others, including Krizek (2003) and Shen (2000), found that changing the built environment may lead to change in the travel behavior.

There is certainly little consensus within the body of literature as to the relationship between the built environment and the energy consumption (Anderson, Kanaroglou, & Miller, 1996). For developed countries’ research findings, the built environment characteristics have been considered as one of the main drivers of the energy consumption (Williams, Burton, Jenk, 2000). Brian (2008) did a study of 45 cities in the US, found that cities with low urban and population densities consumed more energy. Schweitzer and Zhou (2010) studied 80 metropolitan areas in the US and identified the same result as Brian. Many empirical studies in developed case studies have already found that urban planning has profound effects on energy consumption (Cervero, 1995; Levinson & Kumar, 1997; Barter, 2000).

Some are more careful and suggest that urban form factors are, at most, playing a limited role. Other factors, such as income, are more important in affecting the travel behavior. The increasing diversity of vehicle type holdings and the growing vehicle tenure have expressive impact on the transportation energy consumption and air pollution. Bhat and Sen’s analysis (2006) and Fang (2008) examined several different kinds of variables such as socio-demographics characteristics and residential location of household variables. Although both of them have significant influences on the travel behavior but what is related to the built environment is that households located in dense area have a disinclination for pickup trucks. With respect to the vehicle type choice, Cao, Handy and Mokhtarian (2006) found that the built environment moderately affect vehicle choice. Musti, Kortum, and Kockelman (2010) specified that closer distance to CBD was associated with more fuel efficient vehicle and lower vehicle ownership.

Frank, Stone and Bachman (2000), examined the relationship between land-use diversity, transportation mode choice, and the energy consumption in Washington. They used the data of residents’ travel in the Puget Sound region. They determined fuel consumption from driving behavior and land-use data comprising distance between work and residential location, population and employment and block density. The result revealed that density had a negative impact on energy consumption; while, the distance to work has a positive relationship with the issue. Susilo and Stead (2012) using data from the Dutch National Travel Survey found the same but more precise result that individuals who live in very produce lower emissions per trip than those who live in less urbanized areas. This is probably due to the higher use of public transport and non-motorized modes in dense areas. They also found that residents of all types of urban area (except residents of very highly urbanized areas) produce relatively the same CO2 emission. They justified this similarity with tendency to make more non-work visit by Individuals who live in more urbanized than those who live in less urbanized areas. Under a compact development, where there are more alternative for travelers to use different transportation modes, the percentage of individuals using automobiles is decreasing, which reduces the energy consumption (Nam, Lim, & Kim, 2012)

However, other studies have realized that the effect of density is modest. Crane and Crepeau (1998) argued that density was associated with quality and quantity of public transportation service and the travel behavior was related to cost variables, for example travel price and time. Frank, Bradley, Kavage, Chapman and Lawton (2008) investigated the relationship between travel time, costs, land-use diversity and trip chaining patterns. The results demonstrate that travel time is the most important variable. In addition to the individual vehicle choice and the transportation mode choice, driving patterns are related to land-use and also affect vehicle emissions and fuel consumption. For example, Brundell-Freij and Ericsson’s study (2005) by using a data set of over 14,000 driving patterns registered in actual traffic, examined The relationship between driving patterns and vehicle, the driver and the traffic environment variables. The most important effect was specified for the variables describing the street environment including density of junctions controlled by the traffic lights, speed limit and neighborhood type. A relatively large effect was determined for car performance. The average speed systematically decreases for all street types, whereas stop time systematically increases on arterials for elderly drivers. The results have implications for the assessment of environmental effects through appropriate street categorization in emission models, as well as the possible reduction of environmental effects through better traffic planning and management, driver education and car design.
Automobile ownership plays a pivotal role in examining vehicle use, consumption and determining traffic congestion. Cao, Mokhtarian and Handy (2007a) use data of 688 respondents who changed their residential locations over the previous year to find out the relationship between socio-economic factors and the built environment characteristics with SEM analysis. They identified that some built environment indexes such as household size of dwelling and living in areas with land-use diversity play rather modest role in car ownership. These authors (2007b) did a cross-sectional analysis. It should be noted that the finding is in contrast with the previous ones which showed that the built environment characteristics and car ownership were correlated because of self-selection. Jahanshahi and Jin (2016) used a new latent categorization approach in structural equation modelling (SEM) to achieve new vision into the impact of the built environment characteristics upon travel behavior using UK National Travel Survey data. They determined that no-car owning households with no-car ownership tenure generally tend to travel shorter distances, the influence of car ownership on travel differs across areas. Significant variations in influences also exist for the majority of the socio-economic characteristics and on all travel purposes. They indicated that the main challenges for professionals working towards sustainable transport solutions are to do with developing effective planning and design measures in the Medium urban areas in order to enhance the impact of the built environment on the travel choices.

For developing countries’ case studies, some urban studies assumed that the design of the built environment affects the domestic energy consumption of both urban uses and transportation (Holden & Norland, 2005)., some others showed that high density in the neighborhood area would reduce the fuel consumption because of the decrease in travel distance and car ownership (Brownstone & Golob, 2009). Ho and Yamamoto (2011) examined the car ownership by using attitudes and preferences to control for self-selection effects. The residential location relative to central business district (CBD) was established significant effects on the travel behavior. Yamamoto (2009) examined the influence of the built environment on making trip in Taipei, Taiwan. They proved that density has a negative effect on the number of vehicle tenure, whereas it has a positive impact on the amount of trip making. T. Osman, Arima, Divigalpitiya and M. Osman (2016) investigated the effect of the built environment and socioeconomic driving factors on the fuel consumption through a case study of the Cairo metropolitan region, Egypt using Structural equation modeling (SEM). The results affirmed that household income and the family size especially number of adults as driving factors increase the energy consumption but in contrast with the other studies population slightly affect the fuel consumption as well as eco-friendly driving factors. The study findings suggest that the design of the built environment should be related to the socio-economic characteristics to control the fuel consumption in developing regions.

In summary, a large number of studies presented in a variety of literature have examined the relation between built environment, travel behavior and energy consumption. The regular data difficulties, nevertheless, caused that the existing studies zoom in one or several of the possible influences out of the group of known factors such as travelers’ socio-demographic profiles, accessibility, mode choice, vehicle type choice, car ownership, built environment characteristics and travel purpose, but few studies consider the set of factors simultaneously. In addition to the best of the authors’ knowledge, there is no any study employing location location-specific output produced by GWR which used to visualize spatial variations in regression diagnostics and model parameters within a study area. Maps generated from GWR analysis play a key role in exploring and interpreting how statistical relationships and their significance vary over space.

3. Area Descriptions

Mashhad is the second metropolitan of Iran. It is located in the northeast of the country with area of about 330 km² (127 sq. mi). Its population was approximately 3,300,000 at the 2016 census.

The master data set includes the following components: consumption Information and built environment variables. We also incorporate controls for travelers’ socio-demographic characteristics, which without them, the findings would be biased.

In the present research the data are collected from multiple sources. The primary data source is the OD travel survey data of Mashhad (74287 trip data in 2011) which contains traveler characteristics, trip information, as well as vehicle characteristics. These data are aggregated to the 253 traffic regions at the travel origin. The urban form variables capture five aspects of land use patterns including density, diversity, design, destination accessibility as well as distance to transit (Ewing & Cervero, 2010). To calculate the built environment variables at origin levels, data are collected from major data sets: Mashhad Department of Planning (MDP), Mashhad Metropolitan organization (BMO), Mashhad. Census, and Mashhad Transit view. The built environment variables at the travel origin are defined in 253 traffic regions. The energy data are derived from travel data [vehicle mile travelled using origin destination data, mode choice, vehicle type choice and driving patterns] since they are not available in OD
travel survey. (Figure 1)

Figure 1. Map of the fuel consumption sample distribution. The energy data are provided by (VMT (Vehicle Mile Travelled using origin destination data), mode choice, vehicle type choice and driving patterns)

After merging all the components, the specific variables of the master data set are indicated in table 1.

Table 1. the specific variables of the master data set

<table>
<thead>
<tr>
<th>Built environment variables</th>
<th>Density</th>
<th>Population density</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Employment density</td>
</tr>
<tr>
<td>Diversity</td>
<td>Land use mixed</td>
<td></td>
</tr>
<tr>
<td>Design</td>
<td>Average block size</td>
<td></td>
</tr>
<tr>
<td>Destination accessibility</td>
<td>Street density</td>
<td></td>
</tr>
<tr>
<td>Distance to center</td>
<td>Distance to center</td>
<td></td>
</tr>
<tr>
<td>Distance to transit</td>
<td>Bus-line coverage</td>
<td></td>
</tr>
<tr>
<td>Socio-Demographic characteristics</td>
<td>Income</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Car ownership</td>
<td></td>
</tr>
<tr>
<td>Consumption</td>
<td>Fuel consumption</td>
<td></td>
</tr>
</tbody>
</table>

○ Density
Population density and employment density at the region level are applied in this research. Figure 3a, b with the graduated color map displays population density and employment density of each region. Region-based population and employment data collected from the Mashhad Census (2011). The values were calculated by dividing the amount of population, housing, and employment by area (acre) of region.

○ Diversity
Land use data are originally given from the Mashhad data set (2011), land use types including residential, commercial, and office of each property.

\[
\text{Land use mix} = \left(\frac{-1}{\ln n}\right) \sum_{i=1}^{n} p_i \ln p_i
\]

Where
- \( p_i \) is the percentage of land use type \( i \) of the total land area;
- \( n \) is the number of different land use types.

The land use mix ranges from 0 to 1 and captures how evenly the square footage of commercial, residential, and office floor area is distributed within each trip origin’s region. 0 represents a single land use environment, such as purely residential neighborhood. 1 represents the perfect even distribution of square footage of across all three land uses. The higher the value of land use mix index, the more balanced land use will be (Frank, Martin, & schemed, 2004). Figure 3c.

- **Design**
  
  In this research design is measured by average block size in the traffic region. Figure 3d.

- **Destination accessibility**
  
  The street network density is calculated in traffic regions as first factor of destination accessibility. Figure 3e. Regional accessibility is simply distance to the central business district (CBD). Here CBD is defined based on merging population and employment hotspots using GIS10.4. spatial statistics tools/mapping cluster. Figure 3f.

- **Distance to transit**
  
  Distance to transit is measured as the distance from each trip origin to the nearest bus stop and metro stop. Figure 3g.

Figure 2. Data processing and analysis work flow
4. Methods

The model is helped by the Regression analysis so as to examine and explore spatial relationships as well as to explain the factors behind the observed spatial patterns. Ordinary least squares (OLS) could be set as a proper start point for all spatial regression analyses which supports a global model of variables or processes to be understood; in order to represent the process, the model designs a single regression equation. One of various spatial regression techniques is geographically weighted regression (GWR) which is used in geography and other disciplines increasingly. Fitting a regression equation to every feature in the dataset, GWR provides a local model of variables or processes through it. In case the methods are used properly, they provide powerful and reliable statistics to examine and estimate linear relationships. Linear relationships are either positive or negative. (Mitchell, 2005; Ciotoli, 2016).

One of the advantages for it is that the mode is based on the traditional regression framework. Another is that it combines local spatial relationship into the regression framework instinctively and specifically (Fotheringham, Brunsdon, & Charlton, 2003).

4.1 Ordinary Least Squares (OLS)

Global OLS and spatial GWR regressions are used to model the spatial relationships between the built environment data and the fuel consumption. Particularly, the regression model includes a dependent variable and some explanatory independent variables. GWR is taken to be a complementary approach to the energy consumption spatial regression modelling in this study for which GWR 4.0 software is used. Since GWR outputs are locally specified, they are integrated with ESRI ArcGIS software in order to analyze patterns, clusters, visualizations and mappings (Krivoruchko, Gribov, & Krause, 2011; Krivoruchko, 2011). Furthermore, a supplementary software for ARC GIS for which GeoDa software is used. Afterwards, all data are standardized so that the problems caused by different measurement units are minimized. The most popular of all regression techniques is OLS is as it creates a single regression equation to illustrate the progress. The procedure of finding the optimal global OLS regression model is a difficult one; this is more accentuated when several possible explanatory variables are present (Hamilton, 1992).

In this study, the “Spatial Statistics Tool” of ArcGIS 10.4 is used to perform paper OLS. The OLS tool in ArcGIS provides the akaike’s information criterion (AIC) as additional information regarding the performance of the model and a map layer of model residuals.
The set of used statistical parameters as well as respective critical values are presented in the following:

- Values of Multiple R-Squared and Adjusted R-Squared are measures of model performance. Possible values range from 0.0 to 1.0. The Adjusted R-Squared value is always a little lower than the Multiple R-Squared value, since it reflects the complexity in the model. An adjusted R2 of 0.50 or higher is acceptable (Mitchell, 2005).

- Each explanatory variable in the model, namely the coefficient, probability or robust probability, as well as variance inflation Factor (VIF), is assessed. Each explanatory variable's coefficient reflects the strength and the type of relationship the explanatory variable has with the dependent variable. The Coefficient represents the strength and type of relationship between each explanatory variable as well as the dependent variable (Asterisk (*) indicates a coefficient which is statistically significant (p < 0.01)). Multi-collinearity is measured by the VIF in which the extent of the increase is determined; the correlations among explanatory variables is the reason for the increase. Some correlations among two or more explanatory variables are possible in the models benefitting from them, which result in a highly-unstable correlation coefficient (Kleinbaum, Kupper, Muller, & Nizam, 1998). A high value of VIF indicates a high collinearity. However, the large values of VIF (> 7.5) indicate redundancy among explanatory variables.

Assessing the model's significance is the next step. Measures of overall model statistical significance are the Joint F-Statistic and Joint Wald Statistic, respectively. In case the Koenker (BP) statistic (see below) is not statistically significant, the Joint F-Statistic is trustworthy. Provided the Koenker (BP) statistic is significant, the Joint Wald Statistic had better be examined so that overall model significance is determined. The fact that the explanatory variables in the model are ineffective is a proof of the null hypothesis for both of these tests. A p-value (probability) of smaller than 0.05 indicates a statistically significant model when confidence is 95 percent (Bennett, L & D'Acosta, 2010).

- Fourthly, model bias is assessed. The Jarque-Bera statistic indicates whether the residuals (the observed/known dependent variable values minus the predicted/estimated values) are normally distributed or not. As long as the residuals are not normally distributed the model is biased. Nevertheless, biased residuals indicate model misspecification. The results of OLS are not trustworthy when the model is mis-specified (Kleinbaum et al., 1998; Jarque & Bera, 1987). Techniques of Spatial autocorrelation could be applied to model residuals in order to determine whether model residuals indicate significant clusters (Dormann et al., 2007; Cliff & Ord, 1972).

- Next is assessing stationarity. The Koenker (BP) Statistic (Koenker's studentized Bruesch-Pagan statistic) is a test to determine whether the explanatory variables in the model have a consistent relationship to the dependent variable in geographic space and in data space, respectively. The statistically-significant results of test, the robust coefficient standard errors and probabilities are consulted so as to assess the effectiveness of each explanatory variable (Mitchell, 2005).

GWR technique is often best used in regression models with statistically significant non-stationarity. Moreover, according to Qui and Wu (2013) initial confirmation of predictor variables to be statistically-significant through OLS regression is necessary. The abovementioned explanations are the main reasons to conduct an OLS regression prior to the GWR.

4.2 Geographically Weighted Regression (GWR)

A majority of the standard methods of statistical analysis which are employed in the social and environmental sciences are based on the basic assumptions of independence and homogeneity; the concepts are hardly advocated by spatially distributed observations and variables. Spatial dependence refers to the idea that locational proximity often leads to similarity of values when most demographic or socioeconomic variables are mapped, yet following Tobler’s first law of geography saying “everything is related to everything else, however near things are more related than isolated ones” (Tobler, 1970).

GWR is the technique which is specifically designed to analyze spatial nonstationary; it is defined as the time when the origin and significance of relationships among variables vary from one place to another (Fotheringham, Brunsdon, & Charlton, 2002). GWR is a locally spatial statistical technique which is used to examine how regression parameters and model performance differ across a study region (Gilbert & Chakraborty, 2011).

GWR is exploited as a form of recent improvement so as to model spatially heterogeneous processes (Brunsdon, Fotheringham, & Charlton, 1996; Fotheringham, 1997). GWR is based on the idea that parameters could be measured anywhere in the study region as a dependent variable and a set of independent variables which are calculated at places where the location is known. It might be expected that in case estimating parameters for a model at some location is desired, then closer observations should be more highlighted than the distant ones in the
Compared to ordinary or global regression, GWR is part of various important assets for statistical analysis. Firstly, particular statistical tests could be benefitted from in order to assess the advantage of GWR approach so that the explanatory power of the set of regressions in the GWR as a whole is figured out and the results are compared to a single global regression model (Brunsdon, Fotheringham, & Charlton, 1999). Secondly, the spatial changeability of the regression parameters could be analyzed so that it is determined whether specific statistical relationships with the dependent variable are truly non-stationary or do they vary significantly over space. Thirdly, using GWR is expected to provide error terms (residuals) which are considerably smaller and less spatially-dependent to the residuals of a comparable global regression model (Tu & Xia, 2008). Finally, the output constructed by GWR which is location-specific is utilized to present spatial variations in regression in study area. GWR analysis-based maps may explore how statistical relationships and their significance vary over space (Gilbert & Chakraborty, 2011).

Area preservation is ensured through a fixed kernel; thus, in spite of a change in the number of local observations in the kernel area, the area represented by each local equation remains constant (Brunsdon, Fotheringham, & Charlton, 1998). Nonetheless, the number of observations within each kernel area remains the same in case an adaptive kernel is taken advantage of. The most appropriate selection is the adaptive kernel in case a highly irregular spatial distribution of the observations is possible (Fotheringham, Charlton, & Brunsdon, 2001). In this study, the Gaussian fixed kernel type is adopted which is weighed continuously and gradually decreases from the center of the kernel yet never reaches zero. As the Gaussian kernel averts or mitigates the risk of having no data within a kernel, it is suitable for fixed kernels.

Traditionally, different methods are used to define the finest bandwidth value or the appropriate value of n. The GWR algorithm in GWR4 software provides different methods for it including the Akaike Information Criteria (AIC) (Hurvich, Simonoff, & Tsai, 1998; Akaike, 1974) and the Cross-Validation (CV) score procedure. Lower values of AIC indicate better model performance (Cleveland, 1979).

5. Results

5.1 Preliminary Statistics

Table 2 reports summary statistics for the average fuel consumption data at travel origin collected in the 253 traffic regions of Mashhad.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Abbreviation name of variable</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>St.Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>average fuel consumption per each travel at travel origin</td>
<td>Nconsump (MJ/Km)</td>
<td>1.9</td>
<td>25</td>
<td>8.201083</td>
<td>3.915772</td>
</tr>
</tbody>
</table>

Table 3 reports summary statistics of the proxy variables calculated for the built environment and socio-demographic characteristics at the 253 traffic regions of Mashhad.
Table 3. Main statistics of the proxy variables to be considered under this study. The statistics was calculated in the 253 traffic regions of Mashhad. Min, minimum value; Max, maximum value; Std.Dev., standard deviation

<table>
<thead>
<tr>
<th>Variable</th>
<th>Abbreviation name of variable</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>St.Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population density</td>
<td>Ndense</td>
<td>0</td>
<td>380.787</td>
<td>132.355285</td>
<td>79.457992</td>
</tr>
<tr>
<td>Job density</td>
<td>Ndenjob</td>
<td>-89.0633</td>
<td>214</td>
<td>8.530827</td>
<td>49.181424</td>
</tr>
<tr>
<td>Land-use diversity</td>
<td>Ndiver</td>
<td>0</td>
<td>0.86</td>
<td>0.413755</td>
<td>0.141529</td>
</tr>
<tr>
<td>Average block area</td>
<td>Nblocarea</td>
<td>3264.21</td>
<td>14113.9</td>
<td>6605.347352</td>
<td>2164.340543</td>
</tr>
<tr>
<td>Street density</td>
<td>Nstdens</td>
<td>34.53</td>
<td>267.58</td>
<td>178.993913</td>
<td>53.938756</td>
</tr>
<tr>
<td>Distance to center</td>
<td>Ndiscen</td>
<td>0</td>
<td>15.735</td>
<td>6.107945</td>
<td>3.8603</td>
</tr>
<tr>
<td>Bus-line density</td>
<td>Nbusline</td>
<td>2.83</td>
<td>208.94</td>
<td>67.609486</td>
<td>38.01368</td>
</tr>
<tr>
<td>Average income</td>
<td>Nincom</td>
<td>67</td>
<td>1422</td>
<td>337.201581</td>
<td>273.817867</td>
</tr>
<tr>
<td>Average car ownership</td>
<td>Ncarown</td>
<td>0</td>
<td>0.313</td>
<td>0.18534</td>
<td>0.06423</td>
</tr>
</tbody>
</table>

5.2 OLS Regression Model

The actual field for all spatial regression analyses is provided by the OLS regression as it presents a global model of the variable or process for prediction; as the result, a single regression equation to illustrate the process is created. Firstly, in order to evaluate the effects of the built environment and socio-demographic characteristics on the fuel consumption in addition to testing for the possibility whether the effect of the predictor variables on the dependent variable varies continuously over space OLS regression was applied. In Table 5, the obtained results confirm the fact that the model provides explanations for approximately 55% of the variation in the explanatory variables. The model significance is assessed by the Joint F-Statistic and the Joint Wald Statistic. The Joint F-Statistic is reliable only when the Koenker (BP) (Koenker’s studentized Breusch-Pagan statistic, BP) statistic is not statistically significant. In this case, the Koenker (BP) statistic is significant; therefore, the Joint Wald Statistic highlights a statistically significant model. Furthermore, the Koenker (BP) statistic determines whether the explanatory variables in the model have a consistent relationship to the dependent variable, both geographic space and in data space. As long as the model is consistent with the geographic space, the spatial processes which are presented by the explanatory variables have similar behavior everywhere in the study area (i.e. the processes are stationary). The variety of the relationship between the values predicted and each explanatory variable remain the same during changes in explanatory variable magnitudes when the model is consistent in data space (i.e. there is no heteroscedasticity in the model). In this case, the significance of the Koenker (BP) statistic indicates heteroscedasticity and/or non-stationarity of the model; hence, the model is a good candidate for Geographically Weighted Regression analysis. Table 5 reports the Jarque-Bera statistics and they indicate that residuals are not spatially random yet they have significant clustering of high and/or low residuals (model under- and over-predictions).

The diagnostic coefficients are reported in Table 4. Important elements of the OLS regression are captured by them. Consistency of some explanatory variables (low Standard Error) are highlighted in the table; besides, NDENS, NBLOCAREA, NDISCEN and NCAROWN explain a low percentage of the total variance while the other explanatory variables explain a very low percentage of the variance are not significant in the OLS model (Robust Probability not significant); accordingly, the abovementioned data are not used as explanatory variables in the GWR regression model.

The obtained OLS regression equation is:

\[ Y(NCONSUMP)=0.000001 - 0.226026(NDENS)+0.014865(NDENJOB)+ 0.010354(NDIVER) + 0.147385(NBLOCAREA)-0.002185(NSTDENS) + 0.365996(NDISCEN) - 0.053672(NBUSLINE) -0.062613(NINCOM) + 0.431886(NCAROWN) \]

NDISCEN and NCAROWN content show the highest coefficients. The histogram of the regression residual displays that residuals are non-normally distributed while the Global Moran’s I indicates that they are spatially auto correlated (Figure 4 a and b).
Table 4. Coefficient diagnostic table of the OLS global regression model (*=statistical significant)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>StdError</th>
<th>Robust_t</th>
<th>Robust_Pr</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>intercept</td>
<td>0.000001</td>
<td>0.042307</td>
<td>0.000017</td>
<td>0.999987</td>
<td>----</td>
</tr>
<tr>
<td>NDENS</td>
<td>-0.226026</td>
<td>0.050302</td>
<td>-4.624137</td>
<td>0.000008*</td>
<td>1.413650</td>
</tr>
<tr>
<td>DENJOB</td>
<td>0.014865</td>
<td>0.047328</td>
<td>0.457291</td>
<td>0.647882</td>
<td>1.251434</td>
</tr>
<tr>
<td>NIVER</td>
<td>0.010354</td>
<td>0.053513</td>
<td>0.162456</td>
<td>0.871075</td>
<td>1.599905</td>
</tr>
<tr>
<td>NBLOCAREA</td>
<td>0.147385</td>
<td>0.061033</td>
<td>2.082344</td>
<td>0.038349*</td>
<td>2.081151</td>
</tr>
<tr>
<td>STDENS</td>
<td>-0.002185</td>
<td>0.073724</td>
<td>-0.028802</td>
<td>0.977039</td>
<td>3.036638</td>
</tr>
<tr>
<td>NDISCEN</td>
<td>0.365996</td>
<td>0.057584</td>
<td>6.460683</td>
<td>0.000000*</td>
<td>1.852597</td>
</tr>
<tr>
<td>NBUSLINE</td>
<td>-0.053672</td>
<td>0.072459</td>
<td>-0.936762</td>
<td>0.349799</td>
<td>2.933327</td>
</tr>
<tr>
<td>NINCOM</td>
<td>-0.062613</td>
<td>0.058512</td>
<td>-1.148314</td>
<td>0.251965</td>
<td>1.912810</td>
</tr>
<tr>
<td>NCAROWN</td>
<td>0.431886</td>
<td>0.058521</td>
<td>6.246539</td>
<td>0.000000*</td>
<td>1.913333</td>
</tr>
</tbody>
</table>

Coefficient Represents the strength and type of relationship between each explanatory variable and the dependent variable.

Robust Probability (Robust_Pr): Asterisk (*) indicates a coefficient is statistically significant (p < 0.01); if the Koenker (BP) Statistic [f] is statistically significant, use the Robust Probability column (Robust_Pr) to determine coefficient significance.

Table 5. Main parameters of the Ordinary Least Squared regression model. DoF=Degree of Freedom; * indicates significance

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Probability</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Observation</td>
<td>253</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiple R-Squared [d]:</td>
<td>0.565062</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted R-Squared [d]:</td>
<td>0.548954</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Akaike's Information Criterion (AICc) [d]:</td>
<td>530.442478</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Joint F-Statistic [e]:</td>
<td>35.077879</td>
<td>Prob(&gt;F), (9,243) degrees of freedom:</td>
<td>0.000000*</td>
</tr>
<tr>
<td>Joint Wald Statistic [e]:</td>
<td>461.175000</td>
<td>Prob(&gt;chi-squared), (9) degrees of freedom:</td>
<td>0.000000</td>
</tr>
<tr>
<td>Koenker (BP) Statistic [f]:</td>
<td>34.247596</td>
<td>Prob(&gt;chi-squared), (9) degrees of freedom:</td>
<td>0.000081</td>
</tr>
<tr>
<td>Jarque-Bera Statistic [g]:</td>
<td>994.404119</td>
<td>Prob(&gt;chi-squared), (2) degrees of freedom:</td>
<td>0.000000*</td>
</tr>
</tbody>
</table>
5.3 Spatial Regression Model

GWR is used to calculate a spatial regression model and it takes the relationships between the fuel consumption and population density, average block area, distance to center and average car ownership into account. The dataset (calculated values for 253 traffic regions of Mashhad) was developed through GWR4 software so that the spatial regression model is constructed. In order to analyze each local regression, the fixed Gaussian kernel type was used. The main statistics of the overall GWR model parameters and local parameters are reported in Tables 6 and 7. One of the highlighted features of the GWR technique is presence of several sets of statistics, i.e. local relationships.

A high number of variances (R2 adjusted=0.786043) are explained by the local spatial model. It illustrates a better fitting of observed y values with respect to the OLS model. Proper and weak prediction areas by GWR are indicated in the map of the Local R2 values (Fig.5)

Table 6. Main parameters of the GWR local model

<table>
<thead>
<tr>
<th>varname</th>
<th>variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth</td>
<td>0.013749</td>
</tr>
<tr>
<td>Sigma</td>
<td>0.462072</td>
</tr>
<tr>
<td>AIcc</td>
<td>407.915547</td>
</tr>
<tr>
<td>R2</td>
<td>0.860135</td>
</tr>
<tr>
<td>Adj. R2</td>
<td>0.786043</td>
</tr>
</tbody>
</table>

Table 7. Main statistics of the coefficients of the explanatory variables for the GWR model. Robust STD, standard deviation; Min, minimum value; Max, maximum value; IQR, interquartile range

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Robust STD</th>
<th>Min</th>
<th>Max</th>
<th>Median</th>
<th>IQR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-0.117166</td>
<td>0.485783</td>
<td>-3.451680</td>
<td>9.292470</td>
<td>-0.166559</td>
<td>0.655321</td>
</tr>
<tr>
<td>ndens</td>
<td>-0.259335</td>
<td>0.246978</td>
<td>-1.318693</td>
<td>0.814218</td>
<td>-0.213850</td>
<td>0.333173</td>
</tr>
<tr>
<td>nblocarea</td>
<td>0.147489</td>
<td>0.193866</td>
<td>-5.140496</td>
<td>3.420445</td>
<td>0.102647</td>
<td>0.261525</td>
</tr>
<tr>
<td>ndispen</td>
<td>0.334953</td>
<td>0.367349</td>
<td>-3.214466</td>
<td>6.838316</td>
<td>0.296055</td>
<td>0.495554</td>
</tr>
<tr>
<td>nerown</td>
<td>0.347878</td>
<td>0.309343</td>
<td>-2.803252</td>
<td>3.827869</td>
<td>0.339656</td>
<td>0.417304</td>
</tr>
</tbody>
</table>
The map shows that this GWR model explains local relationships better (R2>0.5) in the central, south east and middle west of regions, the Local R2 coefficients (R2<0.5) appears slightly worse in correspondence of the south, north east and west regions.

Besides the model performance (AIC=407.915547) is better than that calculated by the OLS model (AIC=530.442478). The sigma value is the estimated standard deviation of the residuals. The smaller values are preferable [in this model, sigma=0.462072 is smaller than calculated by the OLS model. sigma=0.6729310]. The standardized residuals of the regression have a Gaussian distribution, confirming the good performance of the model, and the Morans’I autocorrelation test highlights that residuals are not spatially auto correlated. (Figure6).

Figure 5. The map of the Local R2 values indicates where the GWR predicts well and where it predicts poorly

Figure 6. Histogram of the standardised residuals of GWR (a) and the Morans’I autocorrelation test (b)
The ANOVA test is employed to compare the significance of the Global Residuals (OLS model) and the local residuals (GWR model), indicating the improvement provided by the GWR model (Table 8).

Table 8. ANOVA test for the comparison of the OLS and GWR regression models

<table>
<thead>
<tr>
<th></th>
<th>ANOVA</th>
<th>SS</th>
<th>DF</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global Residuals</td>
<td>ANOVA</td>
<td>111.213</td>
<td>248.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GWR Improvement</td>
<td>ANOVA</td>
<td>75.828</td>
<td>82.266</td>
<td>0.922</td>
<td></td>
</tr>
<tr>
<td>GWR Residuals</td>
<td>ANOVA</td>
<td>35.386</td>
<td>165.734</td>
<td>0.0214</td>
<td>4.317053</td>
</tr>
</tbody>
</table>

The mean values of the coefficients calculated by the GWR model assure that the fuel consumption is positively related to the average block area, distance to center and average car ownership whereas population density negatively affects the fuel consumption across the study region. As the result shows, average car ownership and distance to center are probably the most significant factors controlling fuel consumption, the population density and the average of block size are ranked in lower grade. The model fitting was provided using a cross-validation graph that indicates a Root-Mean-Square Standardized and a Gaussian standardized error distribution (Figure 7).

![Figure 7. Cross-validation showing the fitting of the exponential model (a) and the plot of the standardised residuals (b)](image). Figure 8 shows the estimated fuel consumption map.
6. Discussion

The fuel consumption is a complex multivariate phenomenon that is affected by different environmental factors, comprising VMT, mode choice, vehicle type choice, driving patterns and the built environment as well as travelers’ socio-demographic characteristics. This work is one of the first attempts to study the correlations between the built environment and the fuel consumption in order to define the main effective variable using a modelling approach by means of the geographically weighted regression, a local spatial regression technique. More than 74000 trip data from the OD travel survey, combined with the built environment data from the literature and then aggregated to 253 traffic regions. The result used to assess the effects of the most dominant factors on the fuel consumption. The present method involves the construction and the comparison of global and local multivariate regression models, as well as autocorrelation indexes, as suitable tools to highlight the presence of local effects across space. The models were constructed starting from a conceptual model which included the following variables: average fuel consumption as dependent variables and population density, job density, land-use diversity, average block area, street density, distance to center, bus-line density, average income and average car ownership as explanatory variables.

OLS indicated that job density, land-use diversity, street density, bus-line density and average income were not significant variables in the model, and thus they were excluded.

GWR was used to study the strengths of the local relationships between the fuel consumption and the considered built environment factors. Results suggest that the spatial variations in the population density, average block size, distance to center a car ownership, significantly affect the fuel consumption. Local results identified areas where the model predicts well (R²>0.5) and where it predicts poorly (R²<0.5). Fotheringham et al. (1997) proposed that in the global models non complete dataset with missing information may cause spatial heterogeneity. Since complete datasets are difficult to obtain in the case of multivariate phenomena, the inclusion of the spatial information in local modelling techniques can significantly improve model predictability. However, the local GWR coefficients should be interpreted with caution, especially in the case of local multicollinearity of the explanatory variables; this increases the variances of the estimated regression coefficients and can invalidate conclusions about the relationships based on the estimated coefficients (Pasculli, Palermi, Sarra, Piacentini, & Miccadi, 2014). Many works (Paez, Farber, & Wheeler, 2011; Griffith, 2008; Wheeler, 2007) highlight that the lack of multicollinearity in the global regression models is not a guarantee for high performant GWR models.
Mashhad shows a high degree of socio-demographic characteristics and travel attitude complexity which can only be properly represented by a very accurate and detailed dataset. For example, real income and real job have not been asked even in the census. This condition may explain why income was not significant in the global regression model. Maybe socio demographic characteristics and residential and travel preference data should be considered in more details which is not available now. These may provide hints about pivotal variables that may be ignored from the regression model.

7. Conclusions

The influence of the built environment and socio-economic characteristics on the energy consumption was examined with data aggregated from GCMR and analyzed through the SEM model. The article added empirical proof to the rare literature of the relationship between the built environments and socio-economic factors on the energy consumption in developing regions. The findings demonstrate that population density, building age, and floor area as the built environment driving factors had very low negative effects on the gasoline consumption, which is in contrast to the previous findings from researchers in both developing and developed cases studies. For the socio-economic driving factors, residence income and number of motorbikes had the highest positive effects on the energy consumption, which is consistent with previous findings.

With Increasing automobile usage and daily vehicle miles traveled (VMT), the shares of the transportation sector of the energy consumption and the air pollution are significant and increasing. This sector accounts for approximately 33 percent of total CO₂ emissions from fossil fuel combustion, the largest share of any end-use economic sector (EIA, 2016).

Across Mashhad the second metropolitan of Iran, the fuel consumption is steadily rising. Between 2010 and 2015 total fuel consumption increased by almost 25%, from 2590 to 3240 (Thousand liters).

A large number of previous studies have found the potential role of the built environment, and particularly of compact growth, in travel behavior and stabilizing global climates (Cervero & Kockelman, 1997; Crane, 2000; Ewing & Cervero 2001; Ewing & Cervero 2010; Cervero & Murakami, 2010; Jahanshahi & Jin, 2016). The influence of the built environment and socio-economic characteristics on the energy consumption is examined with data aggregated to 253 traffic regions of Mashhad and analyzed through the OLS and GWR model.

Our research findings are consistent with those of other researchers who claim that urban planning and city design should be part of the solution in reduction in the fuel consumption and consequently the air pollution. Although the study showed a moderately strong negative elasticity between population density and VMT/Cap, it has been found that the positive association between designs that are not pedestrian friendly (big block size) and distance to center as well as car ownership, moderated these effects.

Most of the existing studies investigate the connection of urban form and travel behavior using the global regression models which mostly conceal spatial autocorrelation and the complex associations among spatial variables. The use of GWR as a local spatial regression technique regarding the global regression models suggests the best estimate of the elasticity of the built environment and the fuel consumption. Density (population density=-0.259335), design (average block size=0.147489), accessibility (distance to center =0.334953) and socio-demographic characteristics (car ownership=0.347878). Although we measured diversity and destination accessibility, directly in our models, we believe that, for the most part, population density functioned as a surrogate, at least in part, of the other built environment variables.

By extension, this suggests that the largest energy consumption reductions would come from creating compact communities which have Land-use diversity and more walkable areas with pedestrian cycling infrastructure around all of the stations along transit lines.

Results of this testing fully corroborated body of evidence that the built environment play a key role in decreasing VMT and energy consumption. In order to enhance a sustainable urban plan, the socio-economic driving factors should be considered as one of the main element of energy consumption as well.
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