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#### Abstract

We propose a simple extension of the two-dimensional method of fundamental solutions (MFS) to a two-dimensional like MFS for the numerical solution of the three-dimensional Laplace equation in an arbitrary interior domain. In the directional MFS (DMFS) the directors are planar orientations, which can take the geometric anisotropy of the problem domain into account, and more importantly the order of the logarithmic singularity with $\ln R$ of the new fundamental solution is reduced than that of the conventional three-dimensional fundamental solution with singularity $1 / r$. Some numerical examples are used to validate the performance of the DMFS.
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## 1. Introduction

In this paper we extend the method of fundamental solutions (MFS) for the two-dimensional Laplace equation to a MFS for the three-dimensional Laplace equation:

$$
\begin{align*}
& \Delta u(\mathbf{x})=0, \quad \mathbf{x} \in \Omega \subset \mathbb{R}^{3},  \tag{1}\\
& \left.u\right|_{\mathbf{x} \in \Gamma}=g(\mathbf{x}), \tag{2}
\end{align*}
$$

where $\Delta$ is the three-dimensional Laplacian operator, and $\Omega$ is an arbitrary three-dimensional bounded domain enclosed by a smooth boundary $\Gamma$.
There are many papers concerned with the numerical solutions of elliptic type boundary value problems by using the meshless and mesh reduction methods, such as Zhu et al., 1998, 1999; Atluri and Zhu, 1998a, 1998b; Atluri et al., 1999; Atluri and Shen, 2002; Li et al., 2007 and Ghimire et al., 2016. The collocation techniques together with the expansion of trial solutions by utilizing different basis-functions were employed to solve the elliptic type boundary value problems; see, for example, Cheng et al., 2003; Hu et al., 2005; Tian et al., 2008, and Hu and Chen, 2008. Li et al. (2008) have given a very detailed description of the collocation Trefftz method.
It is well known that the method of fundamental solutions (MFS) can be used to solve the Laplace equation when a fundamental solution is known (Kupradze and Aleksidze, 1964). Previously, Liu (2008) has proposed a new preconditioner to reduce the ill-condition of the MFS for the Laplace equation. Chen et al. (2015) and Lin et al. (2016) have employed the MFS to solve the three-dimensional modified Helmholtz equation by truncating the off-diagonal terms in the coefficient matrix.

The method of fundamental solutions (MFS) is one of the most powerful meshless techniques that belongs to the category as the boundary-type meshless methods, which has been applied to many engineering problems (Karageorghis and Fairweather, 1998; Tadeu et al., 2010; Lin et al., 2014; Lin et al. 2016). The key idea of the MFS is to represent the solution by a linear combination of fundamental solutions with respect to the source points located outside the domain to avoid the singularity of fundamental solutions. Then the problem is transformed into determining the unknown coefficients by requiring approximations to satisfy the given boundary conditions (Fairweather and Karageorghis, 1998). The details of MFS can be found in the review papers of Fairweather and Karageorghis, 1998; and Golberg and Chen, 1999. A review and a survey on the applications of the MFS to inverse problems are given by Karageorghis et al., 2011.

The singularity happens in the MFS when the source points approach to the physical boundary, which can seriously deteriorate the efficiency and accuracy of the MFS. Therefore, in the MFS a key issue is the reduction of singularity. The
purpose of this paper is to develop a two-dimensional like MFS in terms of directors for the three-dimensional Laplace equation, which can reduce the singularity. The idea of the introduction of directors in the low-dimensional solutions was first developed by Liu (2016a, 2016b) for heat equation and Helmholtz equation, which can extend the two-dimensional Trefftz method to the higher-dimensional Trefftz method. Then, Liu and Kuo (2016) extended the idea to solve the multi-dimensional wave equation by the directional Trefftz method.
The paper is arranged as follows. In Section 2 we introduce directors into the fundamental solution $\ln r$ for the twodimensional Laplace equation. Then, we prove that the new fundamental solution $\ln R$ is a solution of the three-dimensional Laplace equation. According to the concept of equilibrated matrix we introduce a simple multiple-scale directional method of fundamental solutions (DMFS), which solves several examples in Section 3. Finally, we draw some conclusions in Section 4.

## 2. The Directional MFS

We begin with the following three-dimensional Laplace equation:

$$
\begin{equation*}
\Delta u(x, y, z)=\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\frac{\partial^{2} u}{\partial z^{2}}=0, \quad(x, y, z) \in \Omega \tag{3}
\end{equation*}
$$

where $\Delta$ is the three-dimensional Laplacian operator.
In the potential theory, the method of fundamental solutions (MFS) can be used to solve the Laplacian problems when a fundamental solution is known (Kupradze and Aleksidze, 1964). In the MFS the trial solution of $u$ at the field point $\mathbf{p}=(x, y, z)$ can be expressed as a linear combination of the fundamental solutions $U\left(\mathbf{p}, \mathbf{s}_{j}\right)$ :

$$
\begin{equation*}
u(\mathbf{p})=\sum_{j=1}^{n} c_{j} U\left(\mathbf{p}, \mathbf{s}_{j}\right), \mathbf{s}_{j} \in \Omega^{c} \tag{4}
\end{equation*}
$$

where $n$ is the number of source points, $c_{j}$ are unknown coefficients, $\mathbf{s}_{j}$ are source points, and $\Omega^{c}$ is the complementary set of $\Omega$. For the Laplace equation (3) we have the fundamental solutions:

$$
\begin{equation*}
U\left(\mathbf{p}, \mathbf{s}_{j}\right)=\frac{1}{r_{j}}, \quad r_{j}=\left\|\mathbf{p}-\mathbf{s}_{j}\right\| \tag{5}
\end{equation*}
$$

Now we propose a two-dimensional like method of fundamental solutions (MFS) for the Laplace equation (3). Let $\mathbf{s}=\left(x^{s}, y^{s}, z^{s}\right)$ be a generic source point and

$$
\begin{equation*}
\eta=d_{2}\left(y-y^{s}\right)+d_{3}\left(z-z^{s}\right) \tag{6}
\end{equation*}
$$

where $\left(d_{2}, d_{3}\right)$ is a director satisfying

$$
\begin{equation*}
d_{2}^{2}+d_{3}^{2}=1 \tag{7}
\end{equation*}
$$

Theorem 1 A directional fundamental solution of the three-dimensional Laplace equation (3) is given by

$$
\begin{equation*}
U(\mathbf{p}, \mathbf{s})=\ln R:=\ln \sqrt{\left(x-x^{s}\right)^{2}+\eta^{2}}=\ln \sqrt{\left(x-x^{s}\right)^{2}+\left[d_{2}\left(y-y^{s}\right)+d_{3}\left(z-z^{s}\right)\right]^{2}} \tag{8}
\end{equation*}
$$

which means that $U$ is a solution of Eq. (3).
Proof. First we have

$$
\begin{align*}
\frac{\partial U}{\partial x} & =\frac{x-x^{s}}{\left(x-x^{s}\right)^{2}+\eta^{2}}=\frac{x-x^{s}}{\left(x-x^{s}\right)^{2}+\left[d_{2}\left(y-y^{s}\right)+d_{3}\left(z-z^{s}\right)\right]^{2}}  \tag{9}\\
\frac{\partial U}{\partial y} & =\frac{d_{2} \eta}{\left(x-x^{s}\right)^{2}+\eta^{2}}=\frac{d_{2}\left[d_{2}\left(y-y^{s}\right)+d_{3}\left(z-z^{s}\right)\right]}{\left(x-x^{s}\right)^{2}+\left[d_{2}\left(y-y^{s}\right)+d_{3}\left(z-z^{s}\right)\right]^{2}}  \tag{10}\\
\frac{\partial U}{\partial z} & =\frac{d_{3} \eta}{\left(x-x^{s}\right)^{2}+\eta^{2}}=\frac{d_{3}\left[d_{2}\left(y-y^{s}\right)+d_{3}\left(z-z^{s}\right)\right]}{\left(x-x^{s}\right)^{2}+\left[d_{2}\left(y-y^{s}\right)+d_{3}\left(z-z^{s}\right)\right]^{2}} \tag{11}
\end{align*}
$$

Taking the derivative of each term with respect to $x, y$ and $z$, respectively, we have

$$
\begin{align*}
& \frac{\partial^{2} U}{\partial x^{2}}=\frac{\left(x-x^{s}\right)^{2}+\eta^{2}-2\left(x-x^{s}\right)^{2}}{\left[\left(x-x^{s}\right)^{2}+\eta^{2}\right]^{2}}  \tag{12}\\
& \frac{\partial^{2} U}{\partial y^{2}}=\frac{d_{2}^{2}\left[\left(x-x^{s}\right)^{2}+\eta^{2}\right]-2 d_{2}^{2} \eta^{2}}{\left[\left(x-x^{s}\right)^{2}+\eta^{2}\right]^{2}}  \tag{13}\\
& \frac{\partial^{2} U}{\partial z^{2}}=\frac{d_{3}^{2}\left[\left(x-x^{s}\right)^{2}+\eta^{2}\right]-2 d_{3}^{2} \eta^{2}}{\left[\left(x-x^{s}\right)^{2}+\eta^{2}\right]^{2}} \tag{14}
\end{align*}
$$

Summing the above three terms leads to

$$
\begin{align*}
& \frac{\partial^{2} U}{\partial x^{2}}+\frac{\partial^{2} U}{\partial y^{2}}+\frac{\partial^{2} U}{\partial z^{2}}=\frac{1}{\left[\left(x-x^{s}\right)^{2}+\eta^{2}\right]^{2}} \\
& \left\{\left(x-x^{s}\right)^{2}+\eta^{2}-2\left(x-x^{s}\right)^{2}+d_{2}^{2}\left[\left(x-x^{s}\right)^{2}+\eta^{2}\right]-2 d_{2}^{2} \eta^{2}+d_{3}^{2}\left[\left(x-x^{s}\right)^{2}+\eta^{2}\right]-2 d_{3}^{2} \eta^{2}\right\} \\
& =\frac{1}{\left[\left(x-x^{s}\right)^{2}+\eta^{2}\right]^{2}}\left\{\eta^{2}-\left(x-x^{s}\right)^{2}+\left(d_{2}^{2}+d_{3}^{2}\right)\left[\left(x-x^{s}\right)^{2}+\eta^{2}\right]-2\left(d_{2}^{2}+d_{3}^{2}\right) \eta^{2}\right\}=0, \tag{15}
\end{align*}
$$

where we have used $d_{2}^{2}+d_{3}^{2}=1$ specified in Eq. (7). This ends the proof.
Correspondingly, we can expand the trial solution of $u(x, y, z)$ for the three-dimensional Laplace equation (3) by

$$
\begin{equation*}
u(x, y, z)=\sum_{i=1}^{m_{1}} \sum_{j=1}^{m} a_{i j} s_{i j} \ln \sqrt{\left(x-x_{j}^{s}\right)^{2}+\left[d_{2}^{i}\left(y-y_{j}^{s}\right)+d_{3}^{i}\left(z-z_{j}^{s}\right)\right]^{2}} \tag{16}
\end{equation*}
$$

where $n=m m_{1}$ is the number of unknown coefficients $\left\{a_{i j}\right\}$, and each $\left(d_{2}^{i}, d_{3}^{i}\right)$ is a direction in the plane $(y, z)$, satisfying Eq. (7), which is given by

$$
\begin{equation*}
d_{2}^{i}=\cos \left(2 i \pi / m_{1}\right), d_{3}^{i}=\sin \left(2 i \pi / m_{1}\right) \tag{17}
\end{equation*}
$$

In Theorem 1 we can change the bases to other bases by cyclically changing the coordinates ( $x, y, z$ ). Instead of Eq. (6), we can also use

$$
\begin{align*}
& \eta=d_{1}^{j}\left(x-x^{s}\right)+d_{3}^{j}\left(z-z^{s}\right), \quad R=\left(y-y^{s}\right)^{2}+\eta^{2}  \tag{18}\\
& \eta=d_{1}^{j}\left(x-x^{s}\right)+d_{2}^{j}\left(y-y^{s}\right), \quad R=\left(z-z^{s}\right)^{2}+\eta^{2} \tag{19}
\end{align*}
$$

Inserting the above into Eq. (8) we can derive other two different bases.

## 3. Numerical Tests

Now, we are ready to apply the directional method of fundamental solutions (DMFS) to find the numerical solutions of three-dimensional Laplace equation.

### 3.1 Example 1

In order to demonstrate the performance of DMFS we give a solution of the 3D Laplace equation:

$$
\begin{equation*}
u(x, y, z)=x y z+x^{2}-\frac{y^{2}+z^{2}}{2} \tag{20}
\end{equation*}
$$

defined in a domain $\Omega$ with boundary given by the following parametric equation:

$$
\begin{equation*}
\Gamma=\{(x, y, z) \mid x=\rho \cos \theta, y=\rho \sin \theta \sin \phi, z=\rho \sin \theta \cos \phi, 0 \leq \theta \leq 2 \pi, 0 \leq \phi \leq \pi\} \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho(\theta)=\left[\cos (3 \theta)+\sqrt{8-\sin ^{2}(3 \theta)}\right]^{\frac{1}{3}} \tag{22}
\end{equation*}
$$

and the problem domain is shown in Fig. 1(a).
In the DMFS we collocate $n_{q}$ uniformly distributed points on the surface $\Gamma$ to satisfy the specified boundary conditions, while $m$ source points are uniformly distributed on a surface with a distance $D_{0}$ from $\Gamma$. The resulting linear system is scaled by $s_{i j}$, such that each column norm is equal to $S_{0}$, which is known as the equilibrated matrix method (Liu and Atluri, 2013), and then we solve the scaled linear system by using the conjugate gradient method (CGM) under a given convergence criterion $\varepsilon$. The dimension of the normal system is $n$.
Under $m=25, m_{1}=5$ (hence, $n=125$ ), $n_{q}=900, S_{0}=0.001$ and $D_{0}=9$, the DMFS is convergent with 3107 steps under $\varepsilon=10^{-10}$. When we compare the numerical and exact solutions of $u$ on a surface $S:=\{(x, y, z) \mid x=\rho / 2 \cos \theta, y=$ $\rho / 2 \sin \theta \sin \phi, z=\rho / 2 \sin \theta \cos \phi, 0 \leq \theta \leq 2 \pi, 0 \leq \phi \leq \pi\}$ inside $\Omega$, the error is plotted in Fig. 2(a), whose maximum error is $2.01 \times 10^{-6}$. The numerical solution obtained by the DMFS is very accurate even in an irregular domain.
The presented DMFS is not sensitive to the distribution of source points. For example, when we increase $D_{0}=9$ to $D_{0}=20$ and under other same parameters values, the accuracy is slightly reduced to $8.3 \times 10^{-6}$, but the convergence speed is slightly faster with 2649 steps.

When we apply the conventional MFS to solve this problem, under $D_{0}=10$ and other parameters the same, it does not converge within 30000 steps, and the maximum error on $S$ raises to $7.09 \times 10^{-6}$ as shown in Fig. 2(b). It can be seen that for this problem the DMFS is better than the MFS, no matter the efficiency or the accuracy.

### 3.2 Example 2

We consider the same exact solution as that in Example 1; however, the domain as shown in Fig. 1(b) is bounded by a torus, given by

$$
\begin{equation*}
(x, y, z)=[(a+b \cos \phi) \cos \theta,(a+b \cos \phi) \sin \theta, b \sin \phi], \quad 0 \leq \theta, \phi \leq 2 \pi \tag{23}
\end{equation*}
$$

where we fix $a=5$ and $b=1$.
To take the geometric anisotropy of the problem domain into account, we employ Eq. (19) as the bases of the DMFS. Under $m=64, m_{1}=10(n=640), n_{q}=900, S_{0}=1$ and $D_{0}=10$, where the source points are uniformly distributed on a sphere with a radius $D_{0}$, the DMFS does not converge within 30000 steps under $\varepsilon=10^{-10}$. In Figs. 3(a) and 3(b) we compare the numerical and exact solutions of $u$ on a surface $S:=\{(x, y, z)=[(a+b / 2 \cos \phi) \cos \theta,(a+b / 2 \cos \phi) \sin \theta, b / 2 \sin \phi]\}$ inside $\Omega$, of which the maximum error is $6.57 \times 10^{-2}$. Upon knowing the maximum value of $|u|$ is about 30 , the accuracy is acceptable.
When we apply the conventional MFS to solve this problem, under $D_{0}=10, \varepsilon=10^{-10}$, and $m=25(n=625)$, it does not converge within 30000 steps, and the maximum error on $S$ raises to 0.64 . It can be seen that for this problem the DMFS is accurate than the MFS. From Figs. 3(b) and 3(c) we can observe that the numerical solution obtained by the MFS is severely distorted from the one of the exact solution.

### 3.3 Example 3

We give a complex 3D Laplacian problem with:

$$
\begin{equation*}
\rho(\theta, \phi)=(2+\cos \theta)\left[\cos (3 \phi)+\sqrt{8-\sin ^{2}(3 \phi)}\right]^{\frac{1}{3}} \tag{24}
\end{equation*}
$$

where $\rho$ is the radius function of the boundary contour of $\Omega$ in the spherical coordinates ( $r \leq \rho, 0 \leq \theta \leq 2 \pi, 0 \leq \phi \leq \pi$ ). The problem domain is shown in Fig. 1(c). We consider the same exact solution as that in Example 1.
Under $m=25, m_{1}=8(n=200), n_{q}=900, S_{0}=0.001$ and $D_{0}=25$, the DMFS converges after 12539 steps under $\varepsilon=$ $10^{-9}$. When we compare the numerical and exact solutions of $u$ on a surface $S:=\{(x, y, z)=(\rho / 2 \sin \phi \cos \theta, \rho / 2 \sin \phi \sin \theta, \rho / 2 \cos \phi)\}$ inside $\Omega$, the error is plotted in Fig. 4, of which the maximum error is $1.83 \times 10^{-4}$.

### 3.4 Example 4

Then, we give a solution of the 3D Laplace equation:

$$
\begin{equation*}
u(x, y, z)=e^{y} \cos x+e^{x} \sin z \tag{25}
\end{equation*}
$$

defined in a bumpy sphere as shown in Fig. 1(d), with its boundary given by the following parametric equation:

$$
\begin{equation*}
\Gamma=\{(x, y, z) \mid x=\rho \cos \theta \sin \phi, y=\rho \sin \theta \sin \phi, z=\rho \cos \phi, 0 \leq \theta \leq 2 \pi, 0 \leq \phi \leq \pi\} \tag{26}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho(\theta, \phi)=1+\frac{1}{6} \sin 7 \theta \sin 6 \phi \tag{27}
\end{equation*}
$$

Under $m=36, m_{1}=15(n=540), n_{q}=900, S_{0}=1$ and $D_{0}=10$, the DMFS does not converge within 30000 steps under $\varepsilon=10^{-10}$. In Fig. 5(a) we plot the numerical solution of $u$ on a surface $S:=\{(x, y, z) \mid x=\rho / 2 \cos \theta \sin \phi, y=$ $\rho / 2 \sin \theta \sin \phi, z=\rho / 2 \cos \phi, 0 \leq \theta \leq 2 \pi, 0 \leq \phi \leq \pi\}$, of which the maximum error is $4.58 \times 10^{-5}$. It can be seen that the solution on the surface $S$ is very complex. The accuracy is good.

### 3.5 Example 5

In order to further demonstrate the performance of DMFS we give a complex solution:

$$
\begin{equation*}
u(x, y, z)=\cosh z \cos (\sqrt{2} x) \sinh y+\sinh z \sin (\sqrt{2} x) \cosh y \tag{28}
\end{equation*}
$$

defined in the bumpy sphere as that in Example 4.
Under $m=36, m_{1}=15(n=540), n_{q}=900, S_{0}=1$ and $D_{0}=10$, the DMFS does not converge within 30000 steps under $\varepsilon=10^{-10}$. In Fig. 6 we compare the numerical solution and exact solution of $u$ on the surface $S:=\{(x, y, z) \mid x=$ $\rho / 2 \cos \theta \sin \phi, y=\rho / 2 \sin \theta \sin \phi, z=\rho / 2 \cos \phi, 0 \leq \theta \leq 2 \pi, 0 \leq \phi \leq \pi\}$, of which the maximum error is $8.54 \times 10^{-5}$. It can be seen that the numerical solution on the surface $S$ is accurate.


Figure 1. The problem domains for Examples 1, 2, 3 and 4


Figure 2. The errors of Example 1 over the parametric plane, (a) DMFS, and (b) MFS



Figure 3. For Example 2 over the parametric plane, comparing (a) numerical solution of the DMFS, (b) exact solution, and (c) numerical solution of the MFS


Figure 4. For Example 3 showing numerical errors of the DMFS over the parametric plane


Figure 5. For Example 4, (a) plotting numerical solution, and (b) showing numerical errors of the DMFS over the parametric plane


Figure 6. For Example 5, comparing (a) numerical solution of the DMFS, and (b) exact solution

## 4. Conclusions

We have proposed by using a two-dimensional like MFS to treat the Dirichlet problems of the three-dimensional Laplace equation in arbitrary domain. The directors used in the two-dimensional MFS resulted to a novel method, namely the directional method of fundamental solutions (DMFS) for the three-dimensional Laplace equation, of which the singularity is reduced from $1 / r$ of the conventional MFS to a logarithmic singularity $\ln R$. We found that the new DMFS gains three advantages than the original MFS due to the reduction of singularity: raising the accuracy, increasing the efficiency, and also being not sensitive to the distribution of source points. We have performed five examples to assess the performance of the DMFS.
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