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Abstract

The Calderón reproducing formula is the most important in the study of harmonic analysis, which has the same property
as the one of approximate identity in many special function spaces. In this note, we use the idea of separation variables and
atomic decomposition to extend single parameter to two-parameters and discuss the convergence of Calderón reproducing
formulae of two-parameters in Lp(Rn1 × Rn2 ), in S (Rn1 × Rn2 ) and in S ′(Rn1 × Rn2 ).
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1. Introduction

The main purpose of this article is to construct some Calderón reproducing formulae for two parameters. For this, we
recall some history about Calderón reproducing formulae and some works in this field. There are some type of Calderón
reproducing formulae with applications to characterization of function spaces in harmonic analysis. The famous one is
the reproducing formula generated by Poisson kernel

Pt(x) := Cnt(|x|2 + t2)−(n+1)/2, for t > 0 and x ∈ Rn.

See (Frazier, M., Jawerth, B. & Weiss, G., 1991) for details and we describe shortly here. To do this we choose a radial
function φ ∈ S (Rn) with the support of φ contained in the unit ball at the origin in Rn and

∫
φ(x)dx = 0. Using

normalization, we always assume that
∫ ∞

0 φ̂(se1)e−sds = −1, where e1 = (1, 0, · · · , 0) ∈ Rn, where φ̂ is the Fourier
transform of φ. Then we have the Calderón reproducing formula in the following: for f ∈ Lp(Rn), 1 < p < ∞,

f (x) =
∫ ∞

0

∫
Rn

{
t
∂

∂t
(
Pt ∗ f

)
(y)

}
φt(x − y)dy

dt
t
,

where φt = t−nφ(t−1x) as usual. Next let us make a discretization on the last equation. For this purpose we define a family
of dyadic cubes in Rn. We say that Q ⊆ Rn is a dyadic cube if there exist ν ∈ Z and k ∈ Zn such that

Q = Qνk = {x ∈ Rn : 2−νki ≤ xi < 2−ν(ki + 1), i = 1, 2, · · · , n}.

Set Q := {Qνk : ν ∈ Z, k ∈ Zn} and T (Q) = Q × [ ℓ(Q)
2 , ℓ(Q)] ⊆ Rn+1

+ , where ℓ(Q) is the side length of the given dyadic
cube Q. Then Rn+1

+ = ∪Q∈QT (Q) is a union of pairwise disjoint sets. If we set

sQ :=
("

T (Q)

∣∣∣∣∣t ∂∂t
(
Pt ∗ f

)
(y)

∣∣∣∣∣2dy
dt
t

)1/2
,

and if sQ , 0, we also set

aQ(x) =
1
sQ

"
T (Q)

t
∂

∂t
(
Pt ∗ f

)
(y)φt(x − y)dy

dt
t
.

Thus we obtain a decomposition f (x) =
∑

Q∈Q sQaQ, which is an atomic decomposition. Moreover, the function aQ

satisfies aQ ∈ C∞,
∫

aQ(x)dx = 0 and supp(aQ) ⊆ 3Q, where cQ denote the cube concentric with Q whose each edge is c
times as long. We found that the coefficient sQ and the Littlewood-Paley g2 function

g2( f )(x) :=
( ∫ ∞

0

∣∣∣∣∣t ∂∂t
(
Pt ∗ f

)
(y)

∣∣∣∣∣2dy
dt
t

)1/2
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are closely related,
∑

Q∈Q |sQ|2 = ∥g2( f )∥2L2 . Therefore,

∥ f ∥2L2 ≈
∑
Q∈Q
|sQ|2.

In general, if the Poisson kernel Pt(x) is replaced by any compactly support kernel φ ∈ L1(Rn) satisfying

(i) φ is real-valued and radial;

(ii) supp(φ) ⊆ {x ∈ Rn : |x| ≤ 1};

(iii) φ ∈ C∞(Rn);

(iv)
∫ ∞

0 |̂φ(tξ)|2 dt
t = 1, for ξ ∈ Rn \ {0},

then we have a Calderón reproducing formula

f (x) =
∫ ∞

0
(φt ∗ φt ∗ f )(x)

dt
t
.

This is called a continuous version of Calderón reproducing formula. In (Frazier, M. & Jawerth, B., 1990), authors
constructed a discrete version of Calderón reproducing formula which is called the φ-transform identity. Namely, choose
φ ∈ S (Rn) with supp(φ̂) ⊆ {ξ ∈ Rn : 1/2 ≤ |ξ| ≤ 2} and |̂φ| ≥ c > 0 when 3/5 ≤ |ξ| ≤ 5/3. Then there is ψ ∈ S (Rn)
satisfying the same condition such that ∑

ν∈Z
φ̂(2−νξ)ψ̂(2−νξ) = 1, ξ , 0.

Equivalently,
f =

∑
ν∈Z

φ̃2−ν ∗ ψ2−ν ∗ f ,

where f̃ (x) = f (−x). Using a sampling theorem, the last equality can be discretized as

f =
∑
Q∈Q
⟨ f , φQ⟩ψQ,

where, for a given function g and a dyadic cube Q = Qνk with left corner xQ = 2−νk, gQ(x) = |Q|−1/2g
( x−xQ

ℓ(Q)
)
.

In fact, the concept of Calderón reproducing formulae is to write a given function into a sum of convolutions Kν ∗ f ,
where K is a kernel satisfying certain conditions. This was first appeared in a paper written by Calderón in (Calderón, A.
P., 1964) dealing on complex interpolation in 1967. In 1975, Calderón introduced parabolic Hardy spaces in (Calderón,
A. P., 1977) in sense of atomic decomposition which is more popular now. In 1980, Chang and R. Fefferman introduced
atomic decomposition of H1 on the bidisc (Chang, S.-Y. A. & Fefferman, R., 1980). In 1982, Uchiyama gave a concise
form of Calderón reproducing formula in (Uchiyama, A., 1982). Frazier and Jawerth introduced the φ-transform identity
and smooth atomic decomposition in (Frazier, M. & Jawerth, B., 1990). It is natural to ask what does the Calderón
reproducing formula converges in some sense?

To describe the convergence of a Calderón reproducing formula of one parameter case, choose H, h ∈ S (Rn) satisfying

(i) supp(Ĥ) ⊆ {ξ ∈ Rn : |ξ| ≤ 2};

(ii) supp(̂h) ⊆ {ξ ∈ Rn : 1/2 ≤ |ξ| ≤ 2};

(iii) Ĥ(ξ) +
∑∞
ν=1 ĥν(ξ) = 1, for all ξ ∈ Rn;

(iii′)
∑∞
ν=−∞ ĥν(ξ) = 1, for all ξ ∈ Rn \ {0},

where hν(x) = 2νnh(2νx). For a given (generalized) function f , set fN := H ∗ f +
∑∞
ν=1 hν ∗ f for N ∈ N. Then we have the

following well-known results which were given by Frazier, Jawerth and Weiss.

Proposition 1.1. Let H and h satisfy conditions (i), (ii) and (iii).
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(a) If f ∈ Lp(Rn) for 1 ≤ p < ∞, then fN converges to f a.e. and in Lp as N → ∞.

(b) If f ∈ S (Rn), then fN converges to f in S (Rn) as N → ∞.

(c) If f ∈ S ′(Rn), then fN converges to f in S ′(Rn) as N → ∞.

Proposition 1.2. Let h satisfy conditions (ii) and (iii′). Also set fN :=
∑∞
ν=−N hν ∗ f for N ∈ N.

(a) If f ∈ Lp(Rn) for 1 ≤ p < ∞, then fN converges to f a.e. as N → ∞.

(b) If f ∈ Lp(Rn) for 1 < p < ∞ then fN converges to f in Lp as N → ∞.

(c) If f ∈ L1(Rn) and
∫
Rn f (x)dx = 0 then fN converges to f in L1 as N → ∞.

(d) If f ∈ S∞(Rn), then fN converges to f in S (Rn) as N → ∞.

(e) If f ∈ S ′(Rn), then fN converges to f in S ′
k (Rn) as N → ∞, where k = deg f̂ .

There are some works concerning Calderón reproducing formulae on space of homogeneous type, see (Han, Y.-S., 1997;
Deng, D.-G. & Han, Y.-S., 1995) for details. Also there are some concerning Calderón reproducing formulae associated
to para-accretive functions, see (Han, Y.-S. & Yang, D.-C., 2005; Yang, D.-C., 2005) lfor details. We do not intend to
complete the list concerning Calderón reproducing formulae here. In harmonic analysis, there are some study on singular
integral operators on product spaces, see (Fefferman, R. & Stein, E. M., 1982; Journé, J.-L., 1985; Fefferman, R., 1981;
Fefferman, R., 1987; Han, Y.-S., & et al. 2010) for more details. Here we will study the convergence of a Calderón
reproducing formula of two parameters. In general, the case of m parameters is the same but more tedious.

The paper is organized as follows. In Section 2, we construct a Calderón reproducing formula for inhomogeneous case and
then study the convergence of such a Calderón reproducing formula in Lp(Rn1×Rn2 ), in S (Rn1×Rn2 ) and in S ′(Rn1×Rn2 ).
In Section 3, we will do the same argument but for homogeneous case.

Throughout, we Use C to denote a universal constant that does not depend on the main variables but may differ from line
to line. Also, Q and P always means the dyadic cubes in Rn or in Rni , and for r > 0, we denote by rQ the cube concentric
with Q whose side length is r times as long.

2. A Calderón Reproducing Formula: Inhomogeneous Cases

For convenience, we first give some notations. Let Zn
+ := {α = (α1, · · · , αn) : αi ∈ Z+, i = 1, . . . , n}. We say α is a

multi-index means α ∈ Zn
+ and its norm is the sum of its components, i.e., |α| = ∑n

i=1 αi. Also Dα denote the partial
differential operator

∂|α|

∂xα1
1 ∂xα2

2 · · · ∂xαn
n
.

To emphasize, we use Dα
x instead of Dα for x ∈ Rn. For α ∈ Zn

+ and x = (x1, · · · , xn) ∈ Rn, xα := xα1
1 xα2

2 · · · x
αn
n . For

ki ∈ Zni , i = 1, 2, let us consider a rectangle Q × P ⊆ Rn1 × Rn2 , where Q = Q jk1 is a dyadic cube in Rn1 and P = Pkk2

is a dyadic cube in Rn2 . As usual, xQ = 2− jk1 and yP = 2−kk2 denote the left corner of Q and P, respectively. For any
function f defined on Rn1 × Rn2 , let

fQP(x, y) := |Q|−1/2|P|−1/2 f (
x − xQ

ℓ(Q)
,

y − yP

ℓ(P)
) = 2 jn1/22kn2/2 f (2 jx − k1, 2ky − k2),

f jk(x, y) = 2 jn1 2kn2 f (2 jx, 2ky),

f̃ (x, y) = f (−x,−y).

From these, it is easy to check g̃ jk ∗ f (xQ, yP) = |Q|−1/2|P|−1/2⟨ f , gQP⟩ if it exists.

Choose Hi, hi ∈ S (Rni ), i = 1, 2, satisfy

(i) supp(Ĥi) ⊆ {ξi ∈ Rni : |ξi| ≤ 2},

(ii) supp(̂hi) ⊆ {ξi ∈ Rni : 1/2 ≤ |ξi| ≤ 2},

(iii) Ĥi(ξi) +
∑∞
ν=1 hi

ν(ξi) = 1 for every ξi ∈ Rni ,
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where hi
ν(x) = 2νni hi(2νx) for ν ∈ Z. Then we can deduce an equation in S (Rn1 × Rn2 ):

Φ̂(ξ1, ξ2) +
∞∑
j=1

∞∑
k=1

ĥ jk(ξ1, ξ2) = 1 ∀ (ξ1, ξ2) ∈ Rn1 × Rn2 , (2.1)

where

Φ̂(ξ1, ξ2) = Ĥ1(ξ1)Ĥ2(ξ2) + Ĥ1(ξ1)
∞∑

k=1

h2
k(ξ2) + Ĥ2(ξ2)

∞∑
k=1

h1
j (ξ1)

= Ĥ1(ξ1)Ĥ2(ξ2) + Ĥ1(ξ1)(1 − Ĥ2(ξ2)) + Ĥ2(ξ2)(1 − Ĥ1(ξ1)). (2.2)

For N = (N1,N2) ∈ Z+ ×Z+ and a (generalized) function f defined on Rn1 ×Rn2 , we define a truncated Calderón formula
for two parameters in the following way:

fN(x, y) := Φ ∗ f (x, y) +
( N1∑

j=1

N2∑
k=1

h1
jh

2
k

)
∗ f (x, y). (2.3)

Let ΦN(x, y) := 2N1n1+N2n2Φ(2N1 x, 2N2 y) for N = (N1,N2) ∈ Z+ × Z+. From equation (2.1) we have

Φ̂(ξ1, ξ2) = 1 −
∞∑
j=1

∞∑
k=1

ĥ1
j (ξ1 )̂h2

k(ξ2),

and hence

Φ̂N(ξ1, ξ2) = 1 −
∞∑
j=1

∞∑
k=1

ĥ1(2− j−N1ξ1)̂h2(2−k−N2ξ2)

= 1 −
∞∑

j=N1+1

∞∑
k=N2+1

ĥ1
j (ξ1 )̂h2

k(ξ2) (2.4)

The Fourier transform of fN given in equation (2.3) is

f̂N = Φ̂ f̂ +
( N1∑

j=1

N2∑
k=1

ĥ1
j ĥ

2
k

)
f̂

= f̂
(
Φ̂ +

N1∑
j=1

N2∑
k=1

h1
jh

2
k

)
= f̂

((
1 −

∞∑
j=1

∞∑
k=1

ĥ1
j ĥ

2
k

)
+

N1∑
j=1

N2∑
k=1

ĥ1
j ĥ

2
k

)

= f̂
([

1 −
( N1∑

j=1

ĥ1
j +

∞∑
j=N1+1

ĥ1
j

)( N2∑
k=1

ĥ2
k +

∞∑
k=N2+1

ĥ2
k

)]
+

N1∑
j=1

N2∑
k=1

h1
jh

2
k

)

= f̂
([

1 −
( ∞∑

j=N1+1

∞∑
k=N2+1

ĥ1
j ĥ

2
k

)]
−

( N1∑
j=1

∞∑
k=N2+1

ĥ1
j ĥ

2
k

)
−

( ∞∑
j=N1+1

N2∑
k=1

ĥ1
j ĥ

2
k

))

=
(
1 −

∞∑
j=N1+1

∞∑
k=N2+1

ĥ1
j ĥ

2
k

)
f̂ −

( N1∑
j=1

∞∑
k=N2+1

ĥ1
j ĥ

2
k

)
f̂ −

( ∞∑
j=N1+1

N2∑
k=1

ĥ1
j ĥ

2
k

)
f̂ .

Hence we have

fN = ΦN ∗ f −
( N1∑

j=1

∞∑
k=N2+1

h1
jh

2
k

)
∗ f −

( ∞∑
j=N1+1

N2∑
k=1

h1
jh

2
k

)
∗ f . (2.5)

We say that fN → f as N → ∞ in certain sense means that fN → f in certain sense as N1 → ∞ and N2 → ∞. To prove
one of main theorems, we need the following two lemmas.
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Lemma 2.1. With the notations above, we have the following results.

(a) If f ∈ Lp(Rn1 × Rn2 ), then
(∑N1

j=1
∑∞

k=N2+1 h1
jh

2
k

)
∗ f converges to 0 pointwise and in Lp(Rn1 × Rn2 ).

(b) If f ∈ S (Rn1 × Rn2 ), then
(∑N1

j=1
∑∞

k=N2+1 h1
jh

2
k

)
∗ f → 0 in S (Rn1 × Rn2 ).

(c) If f ∈ S ′(Rn1 × Rn2 ), then
(∑N1

j=1
∑∞

k=N2+1 h1
jh

2
k

)
∗ f → 0 in S ′(Rn1 × Rn2 ).

Proof. For part (a), since
(∑N1

j=1
∑∞

k=N2+1 h1
jh

2
k

)
→ 0 as N → ∞ and using the continuity of convolution on Lp,

∣∣∣∣( N1∑
j=1

∞∑
k=N2+1

h1
jh

2
k

)
∗ f

∣∣∣∣→ 0 as N → ∞,

and hence, by Lebesgue dominated convergence theorem,
∥∥∥∥(∑N1

j=1
∑∞

k=N2+1 h1
jh

2
k

)
∗ f

∥∥∥∥
Lp
→ 0 as N → ∞.

To show part (b), we use Leibniz’ formula for each multi-index α = (α1, α2) ∈ Zn1
+ × Zn2

+ ,

Dα
( N1∑

j=1

∞∑
k=N2+1

h1
jh

2
k ∗ f

)
= Dα

[( N1∑
j=1

∞∑
k=N2+1

h1
jh

2
k

)]
∗ f

=
( N1∑

j=1

∞∑
k=N2+1

h1
jh

2
k

)
∗ Dα f ,

because
(∑N1

j=1
∑∞

k=N2+1 h1
jh

2
k

)
→ 0 as N → ∞ and the continuity of convolution on S . Therefore,

(∑N1
j=1

∑∞
k=N2+1 h1

jh
2
k

)
∗

f → 0 in S (Rn1 × Rn2 ).

The proof of part (c) follows from part (b) by a duality argument. Let g ∈ S (Rn1 × Rn2 ), we have

(( N1∑
j=1

∞∑
k=N2+1

h1
jh

2
k

)
∗ f , g

)
=

(
f ,

( N1∑
j=1

∞∑
k=N2+1

h̃1
j h̃

2
k

)
∗ g

)
.

Applying part(b), one has ( N1∑
j=1

∞∑
k=N2+1

h̃1
j h̃

2
k

)
∗ g→ 0.

Hence (( N1∑
j=1

∞∑
k=N2+1

h1
jh

2
k

)
∗ f , g

)
→ 0 as N → ∞

for every g ∈ S (Rn1 × Rn2 ), and so
(∑N1

j=1
∑∞

k=N2+1 h1
jh

2
k

)
∗ f → 0 in S ′(Rn1 × Rn2 ). �

The proof of the convergence of
(∑∞

j=N1+1
∑N2

k=1 h1
jh

2
k

)
is similar with Lemma 2.1 in each case, hence we have the following

results.

Lemma 2.2. With the notations above, we have

(a) if f ∈ Lp(Rn1 × Rn2 ), then
(∑∞

j=N1+1
∑N2

k=1 h1
jh

2
k

)
∗ f converges to 0 pointwise and in Lp(Rn1 × Rn2 ) as N → ∞;

(b) if f ∈ S (Rn1 × Rn2 ), then
(∑∞

j=N1+1
∑N2

k=1 h1
jh

2
k

)
∗ f → 0 as N → ∞ in S (Rn1 × Rn2 );

(c) if f ∈ S ′(Rn1 × Rn2 ), then
(∑∞

j=N1+1
∑N2

k=1 h1
jh

2
k

)
∗ f → 0 as N → ∞ in S ′(Rn1 × Rn2 ).

After we obtain Lemmas 2.1 and 2.2, we can show that the convergence of the Calderón reproducing formula on Lp, on
S and S ′. We first consider that fN converges on Lp(Rn1 × Rn2 ).
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Theorem 2.3. Let f ∈ Lp(Rn1 × Rn2 ) for 1 ≤ p < ∞. If fN is defined in (2.3) then fN converges to f a.e. and in
Lp(Rn1 × Rn2 ) as N → ∞.

Proof. By (2.5), Lemma 2.1 part (a) and Lemma 2.2 part (a), it suffices to show that ∥ΦN ∗ f ∥Lp → f as N → ∞. Note that
Φ is an approximate identity since Φ satisfies

∫
Rn1

∫
Rn2
Φ(x, y)dxdy = 1. Let f ∈ Lp(Rn1 × Rn2 ) and s = (t, s) ∈ Rn1 × Rn2 .

By the continuity of norm, for any ε > 0, there exists r > 0 such that ∥ f−s − f ∥Lp < ε/2 when |t| + |s| < r. Since
Φ is an approximate identity, there exists M > 0 such that

!
|x|+|y|≥r |ΦN(x, y)|dxdy < ε

4∥ f ∥Lp
for min{N1,N2} > M. For

1=
!
ΦN(t, s)dtds,

f ∗ ΦN(x, y) − f (x, y) =
" (

f (x − t, y − s) − f (x, y)
)
ΦN(t, s)dtds.

Hence, by Minkowski integral inequality,

∥ f ∗ ΦN − f ∥Lp ≤
(" ("

| f (x − t, y − s) − f (x, y)||ΦN(t, s)|dtds
)p

dxdy
) 1

p

≤
"
∥ f−s − f ∥p|ΦN(t, s)|dtds

≤
"
|t|+|s|<r

∥ f−s − f ∥Lp |ΦN(t, s)|dtds

+

"
|t|+|s|≥r

∥ f−s − f ∥Lp |ΦN(t, s)|dtds

<
ε

2
+ 2∥ f ∥p

ε

4∥ f ∥Lp
= ε,

when min{N1,N2} > M. Consequently, ΦN ∗ f → f as N → ∞ in Lp(Rn1 × Rn2 ). �

Next let us consider the convergence of fN in S (Rn1 × Rn2 ) and in S ′(Rn1 × Rn2 ). To obtain the convergence of fN , it
suffice to show the convergence of f̂N by the continuity of inverse Fourier transform. More precisely, fN → f is equivalent
to f̂N → f̂ as N → ∞.

Theorem 2.4. Let fN be given in (2.3). Then

(a) if f ∈ S (Rn1 × Rn2 ) then fN → f in S (Rn1 × Rn2 ) as N → ∞;

(b) if f ∈ S ′(Rn1 × Rn2 ) then fN → f in S ′(Rn1 × Rn2 ) as N → ∞.

Proof. For part (a), by (2.5), Lemma 2.1(b) and continuity of inverse Fourier transform, it is enough to show that Φ̂N f̂ → f̂
in S (Rn1 × Rn2 ), this is to show that

sup
(ξ1,ξ2)∈Rn1×Rn2

(1 + |ξ1| + |ξ2|)M |Dγ( f̂ − Φ̂N f̂ )| → 0 as N → ∞, for M > 0, γ ∈ Zn1
+ × Zn2

+ .

Since f̂−Φ̂N f̂ = f̂
( ∞∑

j=N1+1

∞∑
k=N2+1

ĥ1
j ĥ

2
k

)
, we need to estimate Dσ

( ∞∑
j=N1+1

∞∑
k=N2+1

ĥ1
j ĥ

2
k

)
, and Dρ f̂ (ξ1, ξ2), whereσ, ρ ∈ Zn1

+ ×Zn2
+ .

First let us observe IN :=
∞∑

j=N1+1

∞∑
k=N2+1

ĥ1
j (ξ1 )̂h2

k(ξ2)

IN =



0, if |ξ1| < 2N1 or |ξ2| < 2N2

ĥ1
N1+1(ξ1), if 2N1 ≤ |ξ1| < 2N1+1 and |ξ2| > 2N2+1

ĥ2
N2+1(ξ2), if 2N2 ≤ |ξ2| < 2N2+1 and |ξ1| > 2N1+1

ĥ1
N1+1(ξ1)̂h2

N2+1(ξ2), if 2N1 ≤ |ξ1| < 2N1+1

and 2N2 ≤ |ξ2| < 2N2+1

1, if |ξ1| > 2N1+1 and |ξ2| > 2N2+1

.

92



http://jmr.ccsenet.org Journal of Mathematics Research Vol. 9, No. 4; 2017

Let σ = (α, β) ∈ Zn1
+ × Zn2

+ , and then Dσ = Dα
ξ1

Dβ
ξ2

. Note that when |ξ1| < 2N1 , |ξ2| < 2N2 , or (both |ξ1| > 2N1+1 and
|ξ2| > 2N2+1),

Dσ
( ∞∑

j=N1+1

∞∑
k=N2+1

ĥ1
j (ξ1 )̂h2

k(ξ2)
)
= 0.

Also, when 2N1 ≤ |ξ1| < 2N1+1 and 2N2 ≤ |ξ2| < 2N2+1,

Dσ
( ∞∑

j=N1+1

∞∑
k=N2+1

ĥ1
j (ξ1 )̂h2

k(ξ2)
)
= 2−(N1+1)|α|(Dαĥ1)(2−N1−1ξ1)2−(N2+1)|β|(Dβ̂h2)(2−N2−1ξ2).

For 2N1 ≤ |ξ1| < 2N1+1 and |ξ2| > 2N2+1,

Dσ
( ∞∑

j=N1+1

∞∑
k=N2+1

ĥ1
j (ξ1)̂h2

k(ξ2)
)
=

0, if β , 0
2−(N1+1)|α|(Dαĥ1)(2−N1−1ξ1), if β = 0

.

Similarly, for 2N2 ≤ |ξ2| < 2N2+1 and |ξ1| > 2N1+1,

Dσ
( ∞∑

j=N1+1

∞∑
k=N2+1

ĥ1
j (ξ1)̂h2

k(ξ2)
)
=

0, if α , 0
2−(N2+1)|β|(Dβ̂h2)(2−N2−1ξ2), if α = 0

.

Hence we get for N ∈ Z+ × Z+, and σ ∈ Zn1
+ × Zn2

+ ,

Dσ
( ∞∑

j=N1+1

∞∑
k=N2+1

ĥ1
j (ξ1)̂h2

k(ξ2)
)
≤ Cσχ{(ξ1,ξ2)∈Rn1×Rn2 :|ξ1 |>2N1 and |ξ2 |>2N2 }.

Now if f ∈ S (Rn1 × Rn2 ) then f̂ ∈ S (Rn1 × Rn2 ). For any M > 0 and multi-index ρ, we have |Dρ f̂ (ξ1, ξ2)| ≤ Cρ,M(1 +
|ξ1| + |ξ2|)−M−1. Therefore, by the Leibniz’s formula, for any γ ∈ Zn1

+ × Zn2
+ and M > 0,

|Dγ( f̂ − Φ̂N f̂ )| =
∣∣∣∣ ∑
σ+ρ=γ

Cσ,ρDσ
( ∞∑

j=N1+1

∞∑
k=N2+1

ĥ1
j(ξ1)̂h2

k(ξ2)
)
Dρ f̂ (ξ1, ξ2)

∣∣∣∣
≤ Cγ,M(1 + |ξ1| + |ξ2|)−M−1χ{(ξ1,ξ2)∈Rn1×Rn2 :|ξ1 |>2N1 and |ξ2 |>2N2 }

= Cγ,M
(1 + |ξ1| + |ξ2|)−M

(1 + |ξ1| + |ξ2|)
χ{(ξ1,ξ2)∈Rn1×Rn2 :|ξ1 |>2N1 and |ξ2 |>2N2 }

≤ Cγ,M(1 + |ξ1| + |ξ2|)−M2−N′ ,

where N′ = min{N1,N2}. Hence sup
(ξ1,ξ2)∈Rn1×Rn2

(1+ |ξ1|+ |ξ2|)M |Dγ( f̂ − Φ̂N f̂ )| → 0 as N → ∞ for any M > 0 and multi-index

ρ, i.e., ΦN → f in S (Rn1 × Rn2 ) as N → ∞.

For part (b), let g ∈ S (Rn1 × Rn2 ), and then, by a duality argument, we have

⟨ fN , g⟩ = ⟨ΦN ∗ f −
( N1∑

j=1

∞∑
k=N2+1

h1
jh

2
k

)
∗ f −

( ∞∑
j=N1+1

N2∑
k=1

h1
jh

2
k

)
∗ f , g⟩

= ⟨ΦN ∗ f , g⟩ −
⟨( N1∑

j=1

∞∑
k=N2+1

h1
jh

2
k

)
∗ f , g

⟩
−

⟨( ∞∑
j=N1+1

N2∑
k=1

h1
jh

2
k

)
∗ f , g

⟩
= ⟨ f , Φ̃N ∗ g⟩ −

⟨
f ,

( N1∑
j=1

∞∑
k=N2+1

h̃1
j h̃

2
k

)
∗ g

⟩
−

⟨
f ,

( ∞∑
j=N1+1

N2∑
k=1

h̃1
j h̃

2
k

)
∗ g

⟩
.

By part (a), Lemma 2.1 (c), Lemma 2.2 (c) and continuity of tempered distributions, we have ⟨ fN , g⟩ → ⟨ f , g⟩ as N → ∞,
for all g in S (Rn1 × Rn2 ), i.e., fN → f in S ′(Rn1 × Rn2 ) as N → ∞. �
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At the end of this section, we give a concrete example to show the existence of a Calderón reproducing formula for
inhomogeneous case. Choose φ(x, y) = φ1(x)φ2(y) ∈ S (Rn1 × Rn2 ), where φi ∈ S (Rni ) satisfying supp(φ̂i) ⊆ {ξi ∈ Rni :
1/2 ≤ |ξi| ≤ 2} and φ̂i(ξi) ≥ c > 0 when 3/5 ≤ |ξi| ≤ 5/3, for i = 1, 2. Let

K(ξ1, ξ2) :=
∑
j∈Z

∑
k∈Z

φ̂1
j (ξ

1)φ̂2
k(ξ2).

Then K(ξ1, ξ2) ≥ c > 0. Define a function ψ by ψ̂(ξ1, ξ2) := φ̂(ξ1,ξ2)
K(ξ1,ξ2) . Then ψ satisfies the same conditions as φ and hence∑

j∈Z

∑
k∈Z

φ̂ jkψ̂ jk = 1.

Define Φ by
Φ̂ := 1 −

∑
j∈N

∑
k∈N

φ̂ jkψ̂ jk.

Since φ̂, ψ̂ ≥ 0,
∑

j∈N
∑

k∈N φ̂ jkψ̂ jk ≤ 1. Thus Φ̂ ≥ 0, Φ ∈ S (Rn1 × Rn2 ) and supp(Φ̂) ⊆ {(ξ1, ξ2) : |ξi| ≤ 2, i = 1, 2}. Set

Ψ̂ =
√
Φ̂. Then Ψ ∈ S (Rn1 × Rn2 ) and supp(Ψ̂) ⊆ {(ξ1, ξ2) : |ξi| ≤ 2, i = 1, 2} which is a compact set in Rn1 × Rn2 .

Therefore,
Ψ̂ · Ψ̂ +

∑
j∈N

∑
k∈N

φ̂ jkψ̂ jk = 1.

By the theorems above, we can represent f as Ψ ∗Ψ ∗ f +
∑

j∈N
∑

k∈N φ jk ∗ ψ jk ∗ f , and then, using the sampling theorem,
we get

f (x, y) =
∑
Qi

ℓ(Q j)=1

∑
Pk

ℓ(Pk )=1

⟨ f ,ΨQP⟩ΨQP +
∑
Qi

ℓ(Q j)<1

∑
Pk

ℓ(Pk )<1

⟨ f , φQP⟩ψQP. (2.6)

3. The Calderón Reproducing Formula: Homogeneous Cases

In this section, we consider the convergence of a Calderón reproducing formula in homogeneous case. First choose hi

∈ S (Rni ), i = 1, 2, satisfy

(i) supp(̂hi) ⊆ {ξi ∈ Rni : 1/2 ≤ |ξi| ≤ 2},

(ii)
∑∞
ν=−∞ hi

ν(ξi) = 1 for every ξi ∈ Rni \ {0},

where hi
ν(x) = 2νni hi(2νx) for ν ∈ Z. By (2.1), we have

Φ̂N(ξ1, ξ2) = 1 −
∞∑

j=N1+1

∞∑
k=N2+1

ĥ1
j(ξ1)̂h2

k(ξ2) for N = (N1,N2) ∈ Z+ × Z+.

Consider

Φ̂N − Φ̂−N−1 =
(
1 −

∞∑
j=N1+1

∞∑
k=N2+1

ĥ1
j ĥ

2
k

)
−

(
1 −

∞∑
j=−N1

∞∑
k=−N2

ĥ1
j ĥ

2
k

)
= −

( ∞∑
j=N1+1

∞∑
k=N2+1

ĥ1
j ĥ

2
k

)
+

( N1∑
j=−N1

ĥ1
j +

∞∑
j=N1+1

ĥ1
j

)( N2∑
k=−N2

ĥ2
k +

∞∑
k=N2+1

ĥ2
k

)
=

( N1∑
j=−N1

ĥ1
j

N2∑
k=−N2

ĥ2
k

)
+

( N1∑
j=−N1

∞∑
k=N2+1

ĥ1
j ĥ

2
k

)
+

( ∞∑
j=N1+1

N2∑
k=−N2

ĥ1
j ĥ

2
k

)
Let f be a (generalized) function and we define a truncated function fN by

fN :=
( N1∑

j=−N1

N2∑
k=−N2

h1
jh

2
k

)
∗ f .
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Thus we get

fN = (ΦN − Φ−N−1) ∗ f −
( N1∑

j=−N1

∞∑
k=N2+1

h1
jh

2
k

)
∗ f −

( ∞∑
j=N1+1

N2∑
k=−N2

h1
jh

2
k

)
∗ f . (3.7)

From (3.7), to see the convergence of fN , it suffices to show the convergence ofΦN∗ f ,Φ−N−1∗ f ,
(∑N1

j=−N1

∑∞
k=N2+1 h1

jh
2
k

)
∗ f

and
( ∞∑

j=N1+1

N2∑
k=−N2

h1
jh

2
k

)
∗ f . From Theorems 2.3 and 2.4 in last section, ΦN ∗ f converges to f as N → ∞. It remains to

consider the others.

Lemma 3.1. With the notations above, we have the following results.

(a) If f ∈ Lp(Rn1 × Rn2 ), then
(∑N1

j=−N1

∑∞
k=N2+1 h1

jh
2
k

)
∗ f → 0 pointwise and in Lp(Rn1 × Rn2 ) where 1 ≤ p < ∞.

(b) If f ∈ S (Rn1 × Rn2 ), then
(∑N1

j=−N1

∑∞
k=N2+1 h1

jh
2
k

)
∗ f → 0 in S (Rn1 × Rn2 ).

(c) If f ∈ S ′(Rn1 × Rn2 ), then
(∑N1

j=−N1

∑∞
k=N2+1 h1

jh
2
k

)
∗ f → 0 in S ′(Rn1 × Rn2 ).

Proof. For part (a), by Lebesgue dominated convergence theorem the convolution

∣∣∣∣( N1∑
j=−N1

∞∑
k=N2+1

h1
jh

2
k

)
∗ f

∣∣∣∣→ 0 as N → ∞

pointwise, since
(∑N1

j=−N1

∑∞
k=N2+1 h1

jh
2
k

)
converge to 0 pointwise as N → ∞. By the pointwise convergence of(∑N1

j=−N1

∑∞
k=N2+1 h1

jh
2
k

)
∗ f and Lebesgue dominated convergence theorem again,

∥∥∥∥(∑N1
j=−N1

∑∞
k=N2+1 h1

jh
2
k

)
∗ f

∥∥∥∥
Lp
→ 0

as N → ∞.

For part (b), we see, for all multi-index α,

Dα
(( N1∑

j=−N1

∞∑
k=N2+1

h1
jh

2
k

)
∗ f

))
= Dα

( N1∑
j=−N1

∞∑
k=N2+1

h1
jh

2
k

)
∗ f

=
( N1∑

j=−N1

∞∑
k=N2+1

h1
jh

2
k

)
∗ Dα f .

Because
(∑N1

j=−N1

∑∞
k=N2+1 h1

jh
2
k

)
→ 0 as N → ∞, and continuity of convolution,

(∑N1
j=−N1

∑∞
k=N2+1 h1

jh
2
k

)
∗ f → 0 in

S (Rn1 × Rn2 ).

The proof of part (c) follows from part(b) by duality. Precisely, for g in S (Rn1 × Rn2 ), we have

⟨( N1∑
j=−N1

∞∑
k=N2+1

h1
jh

2
k

)
∗ f , g

⟩
=

⟨
f ,

( N1∑
j=−N1

∞∑
k=N2+1

h̃1
j h̃

2
k

)
∗ g

⟩
.

Then, by part (b)
(∑N1

j=−N1

∑∞
k=N2+1 h̃1

j h̃
2
k
) ∗ g → 0. Hence

⟨(∑N1
j=−N1

∑∞
k=N2+1 h1

jh
2
k
) ∗ f , g

⟩ → 0 as N → ∞, for all g in
S (Rn1 × Rn2 ), and so

(∑N1
j=−N1

∑∞
k=N2+1 h1

jh
2
k
) ∗ f → 0 in S ′(Rn1 × Rn2 ). �

The proof of the convergence of
(∑∞

j=N1+1
∑N2

k=−N2
h1

jh
2
k
)

is similar with Lemma 3.1 in each case, hence we have the
following results.

Lemma 3.2. With the notations above, we have the following results.

(a) If f ∈ Lp(Rn1 × Rn2 ), then
(∑∞

j=N1+1
∑N2

k=−N2
h1

jh
2
k

)
∗ f → 0 pointwise and in Lp(Rn1 × Rn2 ) where 1 ≤ p < ∞.

(b) If f ∈ S (Rn1 × Rn2 ), then
(∑∞

j=N1+1
∑N2

k=−N2
h1

jh
2
k

)
∗ f → 0 in S (Rn1 × Rn2 ).
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(c) If f ∈ S ′(Rn1 × Rn2 ), then
(∑∞

j=N1+1
∑N2

k=−N2
h1

jh
2
k

)
∗ f → 0 in S ′(Rn1 × Rn2 ).

As in Section 2, we first deal with the convergence of fN in Lp(Rn1 × Rn2 ) and then in S (Rn1 × Rn2 ) and S ′(Rn1 × Rn2 )
by Lemmas 3.1 and 3.2.

Theorem 3.3. For N = (N1,N2) ∈ Z+ × Z+ and f ∈ Lp(Rn1 × Rn2 ), let fN :=
(∑N1

j=−N1

∑N2
k=−N2

h1
jh

2
k
) ∗ f . Then

(a) for 1 ≤ p < ∞, then fN → f a.e. as N → ∞;

(b) for 1 < p < ∞, then fN → f in Lp(Rn1 × Rn2 ) as N → ∞;

(c) for p = 1, furthermore, assume
!

f (x, y)dxdy = 0 then fN → f in L1(Rn1 × Rn2 ) as N → ∞.

Proof. To prove part (a), by (3.7), Lemma 3.1 (a), Lemma 3.2 (a) and Theorem 2.3, it is suffices to prove Φ−N ∗ f → 0
a.e.as N → ∞. Let q be the conjugate index of p, i.e. 1

p +
1
q = 1. By Hölder’s inequality,

|Φ−N ∗ f (x, y)| = |2−N1n1−N2n2

"
Φ(2−N1 x − 2−N1 t, 2−N2 y − 2−N2 s) f (t, s)dtds|

≤ 2−N1n1−N2n2
("

|Φ(2−N1 x − 2−N1 t, 2−N2 y − 2−N2 s)|qdtds
)1/q
∥ f ∥Lp

= 2−N1n1−N2n2
("

|Φ(2−N1 x − t, 2−N2 y − s)|q2N1n1+N2n2 dtds
)1/q
∥ f ∥Lp

= 2−N1n1−N2n2 · 2
N1n1+N2n2

q ∥Φ∥Lq∥ f ∥Lp

= 2
−(N1n1+N2n2)

p ∥Φ∥Lq∥ f ∥Lp .

Hence Φ−N ∗ f → 0 a.e. as N → ∞.

Next let us prove part (b). Since Φ is an approximate identity and Φ ∈ S then |Φ| = ∑∞
j=1 a jχQ j , where a j are positive

and Q j = C j × D j are rectangles of Rn1 × Rn2 . A calculation shows

| f ∗ a jχQ j (x, y)| ≤ a j

∫
C j

∫
D j

| f (x − t, y − s)|dsdt

= a j
1
|Q j|
|Q j|

∫
C j

∫
D j

| f (x − t, y − s)|dsdt

≤ a j|Q j|(M f )(x, y),

which implies

| f ∗
m∑

j=1

a jχQ j (x, y)| ≤ (M f )(x, y)
m∑

j=1

a j|Q j| ≤ (M f )(x, y)

since
∑∞

j=1 a j|Q| = 1. Hence | f ∗ Φ(x, y)| ≤ (M f )(x, y) and so M f ∈ Lp(Rn1 × Rn2 ). By part (a) and Lebesgue dominated
convergence theorem,

lim
N→∞
∥Φ−N ∗ f ∥pLp = lim

N→∞

"
|Φ−N ∗ f |pdxdy

=

"
lim

N→∞
|Φ−N ∗ f |pdxdy = 0.

Finally, let us consider part (c), let f ∈ L1(Rn1 × Rn2 ) with
!

f (x, y)dxdy = 0. Then

Φ−N ∗ f (x, y) = 2−N1n1 2−N2n2

" (
Φ(2−N1 x − 2−N1 t1, 2−N2 y − 2N2 t2)

− Φ(2−N1 x, 2−N2 y)
)

f (t1, t2)dt1dt2.
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Taking L1-norm on both sides and then applying Fubiini’s theorem, we have

∥Φ−N ∗ f ∥L1 =

"
|2−N1n1−N2n2

" (
Φ(2−N1 x − 2−N1 t1, 2−N2 y − 2−N2 t2)

− Φ(2−N1 x, 2−N2 y)
)

f (t1, t2)dt1dt2|dxdy

≤
"
| f (t1, t2)|2−N1n1−N2n2

"
|Φ(2−N1 x − 2−N1 t1, 2−N2 y − 2−N2 t2)

− Φ(2−N1 x, 2−N2 y)|dt1dt2dxdy

=

"
| f (t1, t2)|

"
|Φ(x − 2−N1 t1, y − 2−N2 t2) − Φ(x, y)|dt1dt2dxdy.

For each (t1, t2) ∈ Rn1 × Rn2 ,

lim
N→∞

"
|Φ(x − 2−N1 t1, y − 2−N2 t2) − Φ(x, y)|dxdy = 0,

by continuity of L1-norm. Note that the integrand is dominated by | f (t1, t2)|2∥Φ∥L1 in L1(Rn1 × Rn2 ). So by Lebesgue
dominated convergence theorem, ∥Φ−N ∗ f ∥L1 → 0 as N → ∞. �

Let us recall a definition about degree of a tempered distribution.

Definition 3.1. Let L ∈ S ′(Rn). The least positive integer k is called the degree of L, denoted by deg L, if for φ ∈ S (Rn),

|L(φ)| ≤ C
∑
|α|≤ℓ
|β|≤k

∥|φ∥|α,β =: C∥φ∥ℓ,k, ∀ℓ ∈ Z+,

where ∥|φ∥|α,β := supx∈Rn |xαDβφ(x)|.
For k ∈ Z+, let

Sk(Rn) := {g ∈ S (Rn) :
∫

xγg(x)dx = 0, ∀|γ| ≤ k}

and S∞(Rn) := ∩k∈Z+Sk(Rn).

Now we give another main theorem in this section.

Theorem 3.4. For N = (N1,N2) ∈ Z+ × Z+ and a given function f , let

fN =
( N1∑

j=−N1

N2∑
k=−N2

h1
jh

2
k

)
∗ f .

(a) If f ∈ S∞(Rn1 × Rn2 ), then fN → f in S (Rn1 × Rn2 ) as N → ∞.

(b) If f ∈ S ′(Rn1 × Rn2 ), then fN → f in S ′
k (Rn1 × Rn2 ) as N → ∞ where k = deg f̂ .

Proof. By (3.7), Lemma 3.1 (b), Lemma 3.2 (b), Theorem 2.4, and the continuity of inverse Fourier transform, it is
suffices to prove Φ̂−N f̂ → 0 in S (Rn1 × Rn2 ).

First, we put f (x, y) = f (z), where z ∈ Rn1+n2 . Since f ∈ S∞(Rn1 × Rn2 ), then for 0 ≤ |ρ| ≤ k, for any k ∈ Z+, and
ω = (t1, t2),

Dρ f̂ (ω) =
∫

f (z)(−iz)|ρ|e−iz·ωdz

=

∫
f (z)(−iz)|ρ|

(
e−iz·ω −

k−|ρ|∑
j=0

(−iz · ω) j

j!

)
dz.

By Taylor’s theorem,

|eiθ −
m∑

j=0

(−iθ) j

j!
| ≤ C

∥∥∥∥ dm+1

dθm+1 eiθ
∥∥∥∥∞|θ|m+1.
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Thus

|Dρ f̂ (ω)| ≤
∫
| f (z)||z||ρ||z · ω|k+1−|ρ|dz

≤ C|ω|k+1−|ρ|
∫
| f (z)||z|k+1dz

= C f |ω|k+1−|ρ|

≤ C f (|t1| + |t2|)k+1−|ρ|,

by equivalence of norms in a finite-dimensional space.

Observe that,

Φ−N(t1, t2) =



1, if |t1| ≤ 2−N1 or |t2| ≤ 2−N2

1 − ĥ1
−N1+1(t1), if 2−N1 ≤ |t1| < 2−N1+1 and |t2| > 2−N2+1

1 − ĥ2
−N2+1(t2), if 2−N2 ≤ |t2| < 2−N2+1 and |t1| > 2−N1+1

1 − ĥ1
−N1+1(t1)̂h2

−N2+1(t2), if 2−N1 ≤ |t1| < 2−N1+1

and 2−N2 ≤ |t2| < 2−N2+1

0, if |t1| > 2−N1+1 and |t2| > 2−N2+1

.

Let σ = (α, β) ∈ Zn1
+ × Zn1

+ . Then Dσ = Dα
t1 Dβ

t2 . When |t1| ≤ 2−N1 , |t2| ≤ 2−N2 or (both |t1| > 2−N1+1 and |t2| > 2−N2+1),

Dσ
( ∞∑

j=−N1+1

∞∑
k=−N2+1

ĥ1
j (t1 )̂h2

k(t2)
)
= 0.

When 2−N1 ≤ |t1| < 2−N1+1 and 2−N2 ≤ |t2| < 2−N2+1,

Dσ
( ∞∑

j=N1+1

∞∑
k=N2+1

ĥ1
j (t1)̂h2

k(t2)
)
= 2(N1−1)|α|(Dαĥ1)(2N1−1t1)2(N2−1)|β|(Dβ̂h2)(2N2−1t2).

For 2−N1 ≤ |t1| < 2−N1+1 and |t2| > 2−N2+1,

Dσ
( ∞∑

j=−N1+1

∞∑
k=−N2+1

ĥ1
j(t1 )̂h2

k(t2)
)
=

0, if β , 0
2(N1−1)|α|(Dαĥ1)(2N1−1t1), if β = 0

.

For 2N2 ≤ |t2| < 2−N2+1 and |t1| > 2−N1+1,

Dσ
( ∞∑

j=−N1+1

∞∑
k=−N2+1

ĥ1
j (t1 )̂h2

k(t2)
)
=

0, if α , 0
2(N2−1)|β|(Dβ̂h2)(2N2−1t2), if α = 0

.

Thus we get for N ∈ Z+ × Z+, and N′ = max{N1,N2},

Dσ
(
1 −

∞∑
j=−N1+1

∞∑
k=−N2+1

ĥ1
j (t1)̂h2

k(t2)
)
≤ Cσ2N′ |σ|χ{(t1,t2)∈Rn1×Rn2 :|t1 |≤2−N1+1, |t2 |≤2−N2+1}.

Hence by the Leibniz’s lemma, if |γ| = k

(1 + |t1| + |t2|)M |Dγ(Φ̂−N f̂ )(t1, t2)|
≤ (1 + |t1| + |t2|)M

∑
σ+ρ=γ

Cσ,ρ|DσΦ̂−N(t1, t2)||Dρ f̂ (t1, t2)|

≤ (1 + |t1| + |t2|)M
∑
σ+ρ=γ

Cσ,ρ2N′ |σ|(|t1| + |t2|)k+1−|ρ|

× χ{(t1,t2)∈Rn1×Rn2 :|t1 |≤2−N1+1 and |t2 |≤2−N2+1}

≤ (1 + |t1| + |t2|)M
∑
σ+ρ=γ

Cσ,ρ2N′ |σ|(2 · 2N′)k+1−|σ|

≤ C
∑
σ+ρ=γ

2N′(|σ|+|ρ|) · 2−N′k−N′ · 2k+1−|ρ|

≤ C · 2−N′ ,
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Hence Φ−N ∗ f → 0 in S (Rn1 × Rn2 ) as N → ∞.

For part (b), by (3.7), Lemma 3.1 (c), Lemma 3.2 (c), Theorem 2.4, and the continuity of inverse Fourier transform, it
suffice to show Φ̂−N f̂ → 0 in S ′(Rn1 × Rn2 ). The proof follows from part (a) by a duality. Let g ∈ Sk(Rn1 × Rn2 ). Since
k = deg f̂ , there exists M > 0 such that

|(Φ−N ∗ f , g)| = |(Φ̂−N f̂ , ĝ)|

= |( f̂ , ̂̃Φ−N ĝ)|

≤ C
∑
|γ|≤k

sup
(t1,t2)∈Rn1×Rn2

(1 + |t1| + |t2|)M |Dγ(̂̃Φ−N f̂ )(t1, t2)|,

By part (a), we have

sup
(t1,t2)∈Rn1×Rn2

(1 + |t1| + |t2|)M |Dγ(̂̃Φ−N f̂ )(t1, t2)| → 0,

for any g in Sk(Rn1 × Rn2 ) → 0, and hence we have Φ−N ∗ f → 0 ∈ S ′
k (Rn1 × Rn2 ) as N → ∞, by continuity of

distributions. �

If we choose φ and ψ at the end of the last section, then we have∑
j∈Z

∑
k∈Z

φ̂ jkψ̂ jk = 1 a.e.

and
f =

∑
j∈Z

∑
k∈Z

φ jk ∗ ψ jk ∗ f .

Using the sampling theorem, we obtain
f =

∑
Q∈Q1

∑
P∈Q2

⟨ f , φQP⟩ψQP,

where Qi is the collection of all dyadic cubes in Rni , i = 1, 2.
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