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Abstract

The problem of bounded-input bounded-output (BIBO) stabilization for discrete-time uncertain system with time delay
is investigated. By constructing an augmented Lyapunov function, some sufficient conditions guaranteeing BIBO sta-
bilization and robust BIBO stabilization are established. These conditions are expressed in the forms of linear matrix
inequalities (LMIs), whose feasibility can be easily checked by using Matlab LMI Toolbox. Two numerical examples are
provided to demonstrate the effectiveness of the derived results.
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1. Introduction

Recently, in order to track out the reference input signal in real world, many researchers have focused their interest
on the analysis of BIBO stabilization (see Guan et al. 1994, Xu and Zhong 1995, Wolfgang and Mecklenbrauker 1998,
Michaletzky and Gerencser 2002, Partington and Bonnet 2004, Huang, Zeng and Zhong 2005). On the other hand, because
of the finite switching speed, memory effects and so on, time delay is unavoidable in technology and nature. It can make
the concerned control system become instable and oscillating, which cause the design and hardware implementation of the
control system become difficult. Thus, BIBO stabilization analysis for delayed system is of great significance. In Li and
Zhong (2008a), based on Riccati-equations, by constructing appropriate Lyapunov functions, some delay-independent
BIBO stabilization criteria for a class of delayed control system with nonlinear perturbation were established. Based on
Gronwall inequality, the problem of BIBO stabilization for system with multiple mixed delays and nonlinear perturbations
were investigated in Li and Zhong (2008b). Similar to the method used in Li and Zhong (2008a), a class of linear delayed
system with parameter uncertainty was considered in Li and Zhong (2007), and some robust BIBO stabilization criteria
were derived in terms of linear matrix technique. In Li and Zhong (2009), the BIBO stabilization problem of a class
of piecewise switched linear systems were further investigated. On the other hand, the problem of BIBO stabilization
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in mean square was also considered in Fu and Liao (2003). However, these previous results have been assumed to be in
continuous time, but seldom in discrete time (see Bose and Chen 1995, Kotsios and Feely 1998). In practice, discrete-time
control system is more applicable to problems that are inherently temporal in nature or related to biological realities. And
it can ideally keep the dynamic characteristics, functional similarity, and even the physical or biological reality of the
continuous-time systems under mild restriction. Thus, the BIBO stabilization analysis problems for discrete-time case are
necessary.

Motivated by the above discussions, the main aim of this paper is to study the BIBO stabilization and robust BIBO sta-
bilization problems for a class of discrete-time control system with time delay and parameter uncertainties. Based on
linear matrix inequalities (LMIs) technique, an augmented Lyapunov function is constructed, and some sufficient condi-
tions guaranteeing BIBO stabilization and robust BIBO stabilization are established. Finally, two numerical examples are
provided to demonstrate the effectiveness of the derived results.

Notation: The notations are used in our paper except where otherwise specified. || - || denotes a vector or a matrix norm;
R, R" are real and n-dimension real number sets, respectively; N* is positive integer set. 7 is identity matrix; = represents
the elements below the main diagonal of a symmetric block matrix; Real matrix P > 0(< 0) denotes P is a positive-definite
(negative-definite) matrix; N[a, b] = {a,a + 1, -+ , b}; Apin(Anax) denotes the minimum (maximum) eigenvalue of a real
matrix.

2. Preliminaries
Consider the following discrete-time uncertain system with time delay described by

x(k + 1) = A(k)x(k) + B(k)x(k — 7) + C(k)u(k), ke N*

X y(k) = D(k)x(k) (1)

x(k) = p(k), —-T<k<0.
where x(k) = [x1(k), x2(k), -, x,(k)]T € R” denotes the state vector; u(k) = [u(k), us(k),-- ,u,(k)]T € R" is the
control input vector; y(k) = [y;(k),y2(k),--- ,y.(k)]” € R" is the control output vector; Positive integer T represents
the transmission delay; ¢(-) is vector-valued initial function and [l¢||; is defined by |l¢ll: = sup;eyi_.q IXDIl; Ak) =

A + AA(k), B(k) = B+ AB(k), C(k) = C + AC(k), D(k) = D + AD(k); A, B, C, D € R™" represent the weighting matrices;
AA(k), AB(k), AC(k), AD(k) denote the time-varying structured uncertainties which are of the following form:

[AA(k) AB(k) AC(k) AD(K)]=GF(k)IE, E, E. Egl,

where G, E,, Ey, E., E; are known real constant matrices with appropriate dimensions; F(k) is unknown time-varying
matrix function satisfying F7 (k)F(k) < I,Vk € N*.

Let u(k) be linear gain local state feedback with the reference input (k) for system (1) as follows:

u(k) = Kx(k) + r(k) 2)

so as to ensure stabilization of the closed-loop delayed system.

To obtain our main results, we need introduce the following definitions and lemmas.
Definition 1 A real discrete-time vector r(k) € L, if ||r(k)|le = SUPen0.00] PRI < +o0.

Definition 2 The control system (1) is said to be BIBO stabilized by the local control law (2) if for every solution of system

(1), y(k) satisfies
Iy®)Il < 1llr(k)lleo + 62,k € N*.

where 01, 0, are known positive constants for every reference input r(k) € LZ..

Lemma 1 ( Lee and Radovic 1987) For any given vectors v; € R",i = 1,2, - ,n, the following inequality holds:
[Z Vi]T[Z vil<n » viv.
i=1 i=1 i=1

Lemma 2 (Boyd et al. 1994) Given constant symmetric matrices Xy, %,, 23, where EIT =Xiand 0 < %, = Zg , then

Iy + XI5)'%5 < 0 if and only if
s 3 -5, 3,
( S -3, <0or E3T 5, <0.
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Lemma 3 (Liu, Wang and Liu 2008) Let N and E be real constant matrices with appropriate dimensions, matrix function
F(k) satisfies FT(k)F (k) < I, then, for any € > 0, EF(k)N + N'FT(k)ET < e 'EET + eNN'.

Lemma 4 For any real vector X, Y and positive-definite matrix £ > 0 with appropriate dimensions, it follows that
2XTy < XTEx + Y'Yy
For designing the linear feedback control u(k) = Kx(k) + r(k) such that the closed-loop system (1) is BIBO stabilized by
local control law (2), we first consider the nominal X, of  defined by
x(k +1) = Ax(k) + Bx(k — 7) + Cu(k), ke N*
Zo 1 { y(k) = Dx(k) 3)
x(k) = k), —t<k<0.
Substituting (2) into system (3) yields a closed-loop systems as follows:
xtk+1) = (A + CK)x(k) + Bx(k — 1) + Cr(k), ke N*
ot < yk) = Dx(k) €]
x(k) = k), —T1<t<0.
Then, we can obtain the following BIBO stabilization results.

3. Main results

Theorem 1 For given positive integer T > 0, local control law (2) with feedback gain matrix K stabilizes the delayed
system (4), if there exist positive-definite matrices Q, R, H, Py, P», positive-definite diagonal matrix Z with appropriate
dimensions, such that the following LMI holds:

—
™)
—

11 Zi2 Zi3 ZEp Eps
x  Epp Hoz HEag EHos
Er=| = *  Hyz Hy Hzs | <0, )

* * * 544 :45
* * * *  Bss

Oun On O3

Wh€r€Q={ *  Oxn QOxn [>0,
* * Q33

By =AT01A- Q1 +H+P +CK+K'CT, By = ATQpA - Qi+ B B3 = AT(Qi + Q13) - I+ K'CT, By =
AT(Qiy - Q13) + B', 15 = ATQ13 — Q13, B = ATOnA - O — H, Epz = AT(Q], + 023), Ens = ATQn — AT O3,
Ers =AT003— 003, B3 =011 + 033+ Qi3 + 01, =21+ P, + TZ+ R, B34 = Q1o + 033 — Q13 — 033, B35 = Q13 + O3,
Baa=0n+03-053-05 —R Eys=0x3—-033, 855 =1 'Z

Proof. Constructing an augmented Lyapunov-Krasovskii function candidate as follows:
V(k) = Vi(k) + Va(k) + Vi (k),
where Vi (k) = X" () QX(k), X" (k) = [x" (k). " (k = 1), T, 01" D). nk) = x(k + 1) = Ax(h),

k-1 k-1 k=1 k-1
Vak) = D T OHx) + D 0" ORnG), Vst = >\ " )Zn().
i=k—1 i=k—-1 j=k—1 i=j

Set XT'(k) = [xT (k), x" (k — 1), 7" (k), n" (k — 7), 2¥1 5" (i)]. Define AV(k) = V(k + 1) — V(k), then along the solution of
system (4) we can obtain that

AVik) = X'(k+ DOXKk+1)— X" (k)OX(k)
= A (WIAT Q1A = Onlx(k) + 227 (WA Q1A — Qualx(k — 1) + 26T (WAT Q11 + Qusln(k)
k=1
+2x (AT [Q12 = Qi — 7) + 26" (OIAT Q13 = Q31 Y m(@) + " (k = DIAT QrA = Qoo)x(k — 7)
i=k-1
+2x (k = DAT[Q1; + Qo3In(k) + 2x (k = DAT[Q22 = Qo3I = ) + 2x" (k = AT 0o
k=1
~0x1( Y, n@) + 1" ([Qn1 + Q33 + Qs + O 11k + 277 ([ Q12 + QL — O3 = Qusliptk = 7) + 207 ()
i=k-1
k=1 k=1
[Q13 + Qs31( D n(@) + 1" (k = T)[Qn + Q33 = Q% = Oas iyl = 7) + 2n(k = D[ Q23 = Q31 D n(@). (6
i=k—71 i=k—T1
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AVo(k) = xT(k)Hx(k) — x" (k — T)Hx(k — ) + 7 (k)Rn(k) — ' (k — T)Rny(k — 7).

From lemma 1, we have

k k k—1 k-1
INZOREREDWWH(Z RS ZnTo)Zn(z)
Jj=k+1-1 i=j Jj=k—1 i=j
k—1 k k—1 k-1
= > > "0z - 0" ()Zn(i)
j=k—t i=j+1 jek-1 i=j

k-1
= > Wznt) 0" (HZn(j
Jj=k-1

k-1
LA ZCEDIH07Z0

i=k—1

k-1
= o (Znto - > (NZn@)" VZn()

i=k—1

IA

" () Zn(k) - —[ Z n@1"Zl Z o

lkT i=k—1

)

(®)

On the other hand, by lemma 4, for any positive-definite matrices P;, P, with appropriate dimensions, we have

0 = 2xT(k)[CKx(k)+ Bx(k — 7) + Cr(k) — n(k)]
= 2T (k)CKx(k) + 2x" (k)Bx(k — 1) + 2xT (k)Cr(k) — 2xT (k)n(k)
< xT(k)(CK + K"CT + P))x(k) + 2x" (k)Bx(k — 7) — 2x" (k)n(k) + rT ())CT Py Cr(k)
< xT()(CK + KTCT + Py)x(k) + 2x" (k)Bx(k — T) = 2x" (k)n(k) + |Ir(k)|PICT Py Cll,
0 = 2T (k[CKx(k) + Bx(k — 1) + Cr(k) — n(k)]

25" (k)CK x(k) + 20" (k)Bx(k — 7) + 20T (k)Cr(k) — 20T (k)n(k)
20" (k)CK x(k) + 21" (k) Bx(k — ) + 0" (k)(Py — 2Dn(k) + rT (k)CT Py Cr(k)

IAN A

Combining (6)-(10), we get
AV(k) < XT (=X (k) + a|Ir(O),

27" (k)CKx(k) + 21" (k) Bx(k — 7) + " (k)(P2 = 2D)n(k) + Ir(R)IPICT Py C].

€))

(10)

(1)

where o = ||C TPl‘lC || +]|C TP; IC||. If the LMI (5) holds, it follows that there exists a sufficient small positive scalar & > 0

such that
AV (k) < —ellx(k)I* + allrk)lI*.

On the other hand, it can easily to get that

k=1

Vi) < arllxIP + a2 Y Ik,

i=k-1
where a| = /lmax(Q)[l +27] + Apax(R) + T/lmax(z)’ @y = 2T[ﬂmax(z) + 1]+ /lmax(H) + 205 (R).
For any 0 > 1, it follows from (13) that

V(G + 1) - 07V(j) = ¢FIAV()) + 66 — V()
j-1

IN

i=j-1
Summing up both sides of (14) from 0 to k — 1 we can obtain

k-1 j-1

GVER) -VO) < [a®-1) -] Z G +ex6-1) ) >

Jj=0 Jj=0 7
k

A
k.“

M

T

_
~.

IA

(6 sup [lx(iI? +ﬂz(9)zef||x<f>n2 ao™ Ir(IP,
JjeN[-7,0] j=0 j=0
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(13)

(14)

Il + Z oo Ir()IP

15)
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where 11(0) = a0 — D207, 12(0) = a2(8 — DT + a1(0 — 1) — &6. Since ur(1) = —&f < 0, there must exist a positive
6o > 1 such that @>(6p) < 0. Then we have

k=1

1 . 1 1 .
Vi) < m@)() sup Ix(DIF + () VO) + o ) —=IIr(DIF
00" jeNi-,0] Ao = 6’](; J
1 1 L
< @)= sup (XD + (=) V() + allr®)lIZ :
i 6o jeNl—E)—,O] / 6o ; 6’5*/*1
o
< w@)llgl2 + V(0) + o 1||r(k>||§o,v1<z 1. (16)
On the other hand, set @w = @ + Ta,, we can obtain
V) <@ sup [x(DIFand V(k) = Lpin(Q)lIX(oI. (17)

JeN[-7.0]

It follows that |[y(k)|| < 0;]|r(k)lle + 62,k € NT, where

61 = DIl \Jor(Bo — 1)L251 (0). 6 = DI - llple l1a1(60) + @171, (O.
By Definition 2, system (4) is BIBO stabilized by local control law (2), which complete the proof of Theorem 1.
Theorem 2 For given positive integer T > 0, local control law (2) with feedback gain matrix K stabilizes the delayed

system (4), if there exist positive-definite matrices Q, R, H, Py, P», positive-definite diagonal matrix Z with appropriate
dimensions, such that the following LMI holds:

En En Ep Ey 0
*  Bpp Hoz Ey 0
Erp=| = * a3 By Ess | <0, (18)
* * *  Egg Egs
* * % %k =55

Oin On O
where Q=| x Q»n 0Oxn |>0,
* * (O3

En=H+P +CK+K'CT+A+AT =21, By = B, Ei3 = Q11+ Qi3 — 20+ KTCT + AT, Ejy = Q1o - Q13+ BT, Epp = —H,
E3 = Of, + 023, Bas = 02 — Ons.

Proof. Constructing augmented Lyapunov-Krasovskii function candidate as the same in Theorem 1. Set (k) = x(k+ 1) —
x(k), one can easily obtain this result, which omitted here.

Theorem 3 For given positive integer T > 0, local control law (2) with feedback gain matrix K robustly stabilizes
the delayed system (4), if there exist positive-definite matrices Q, R, H, Py, P,, positive-definite diagonal matrix Z with
appropriate dimensions, and positive scalar € > 0, such that the following LMI holds:

B, & €
0

3= * —el <0, (19)
* * —el
On QOn O
where Q = x  0xn 0xn | flT =[G",0,G",0,0], & = [E, + E.K, E}, 0,0,0].
* * (O3

Proof. Replacing A, B, C in inequality (18) with A + GF(Y)E,, B + GF(t)E, and C + GF(¢)E,, respectively. Inequality
(18) for system (1) is equivalent to Z, + &, F(£)é&; + §2T FT (t)flT < 0. From lemma 2 and lemma 3, one can easily obtain
this result, which complete the proof.

Decomposing the weighting matrix A as A = A} + A,. Set (k) = x(k + 1) — A;x(k), similar to the proof of Theorem 1 and
Theorem 3, we can obtain the following less conservative criteria.
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Theorem 4 For given positive integer T > 0, local control law (2) with feedback gain matrix K stabilizes the delayed
system (4), if there exist positive-definite matrices Q, R, H, Py, P,, positive-definite diagonal matrix Z with appropriate
dimensions, such that the following LMI holds:

= = = = =
e Ve I I VI T
* = = = =
=22 =23 =24 =25
Eq=| * *x Bz Ex Esxs |<0, (20
* * * 44 245
* * * *  Bss

On Qi O
where Q=] * Qn QO |>0,
* * (033

E'” = A;QllAl—Q11+H7-!-I:"_1 +CK;KTCT+A§+A2—21,T532 = A{leAl—Q_lz-i-B, ET/H 7A{(Q11+Q13)—2TI+KTCT:A5,
Ely=A1(Qn-013)+B, Els =A1 013013, B}, = A OnA1 - 0n - H, B}, = A1 (0}, + 023), B}, = A] O — A] O3,

= T
Els=A]0xn— 0x.

Theorem 5 For given positive integer T > 0, local control law (2) with feedback gain matrix K robustly stabilizes
the delayed system (4), if there exist positive-definite matrices Q, R, H, Py, P,, positive-definite diagonal matrix Z with
appropriate dimensions, and positive scalar € > 0, such that the following LMI holds:

By & €
Si=| + - 0 |<o, Q1)
* * —€l
Oun O O3
where Q=| * Qn On | & =[GT,0,G",0,0], & = [E, + E.K, E},0,0,0].
* *  QOs3

4. Numerical examples
In this section, two numerical examples will be presented to show the validity of the main results derived above.

Example 1. Consider the delayed discrete-time system in (3) with parameters given by

17 13 0.5 0.0 101
Cz[ 03 16 ]’Az[ 00 04 ]’B=[ 02 0.1 ]’T=3’Al = A, = 0.5A.

One can check that LMI (5) in Theorem 1, LMI (18) in Theorem 2 and LMI (20) in Theorem 4 are feasible. By the Matlab
LMI Toolbox, a feasible solution to the LMI (5) is obtained as follows:

21282 —0.2834 10005 0.9379 02171 -0.0547 0.8061 0.0016 |
Qi =[ 02834 72316 ]’Q”:[ 02223 14758 ]’Q”:[ 0.0679  —0.2807 ] QZZ:[ 0.0016 22791 |
00544 ~0.0605 0.1333  -0.0821 17544 —0.5778 02787 0 |
95 =1 01479 -00054 | 93| —00821 03975 |7 =| -05778 07710 }’Z_ 0 12623 |
o~ [ 31153 0 } - [ 20865 23009 ] . [ 3.0110 —0.1474] o [ 08821  -0.3663 |
0 31153 | 0.1301 —14189 | 01474 71342 | 17| —03663 07038 |
PF[ 05416 —0.4524}
04524 1.6637

Example 2. Consider a delayed discrete-time system in (1) with parameters given by

001 0 003 0.1 0.02 0.0 002 0.0
Ea‘[ 0 012 ]’E”‘[ 0.0 0.1 ]E‘[ 0.00 0.02 }’G‘[ 00 003 }

A, B,C, Ay, A;, T are the same as given in Example 1. One can check that LMI (19) in Theorem 3 and LMI (21) in Theorem
5 are feasible. By the Matlab LMI Toolbox, a feasible solution to the LMI (19) is obtained as follows:

[ 17822 -0.2396 [ 08793 0.7526 [ -0.1800 -0.0382 [ 07020 0.0102
Qu=| 02396 55802 [227| _0.1401 12216 €3 =| 00634 -02237 927 00102 1.8488 |

| -0.0537 -0.0520 _| 01061 00668 | . _[ 14907 04467 | , [ 02147 0
05 =1 01197 00194 | 93 =| _00668 03084 |7 =| —04467 06227 [ %~ 0 0.9402 |’
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0  2.6640 0.1464 —1.2458 -0.1559  5.5087 -0.2956  0.5605 |
p _[ 0.4348 —0.3614}
s =

0- [ 26640 0 ] ~ [ ~2.5494  1.8497 ] _[ 2.4877 —0.1559] _[ 07114  —-0.2956
_ K = R = P =

-0.3614 1.2885
5. Conclusion

Combined with linear matrix inequality (LMI) technique, the problem of BIBO stabilization for a class of discrete-time
delayed control system is investigated. By constructing an augmented Lyapunov-Krasovskii function, some new delay-
dependent conditions ensuring BIBO stabilization and robust BIBO stabilization are obtained. Numerical examples show
that the new results are valid.
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