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Abstract

It is known that the out-of-phase autocorrelation values of modified Jacobi sequences of period pq, p, q prime, are

depend only on the difference between p and q. In this paper, the array structure of modified Jacobi sequences is

studied. Based on the structure, their autocorrelation functions are computed clearly, and some modifications of

modified Jacobi sequences can be obtained.
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1. Introduction

Binary sequences with good autocorrelation have important applications in communications and cryptology (see

Golomb & Gong, 2005). The ideal 2-level autocorrelation sequences have been studied since the 1960s, which

only have out-of-phase autocorrelation of −1. The interleaved structure of sequences with composite period is

introduced in (Gong, 1995). Based on the structure, it is known that the sequence is determined by two sequences,

the base sequence and the shift sequence. Furthermore, some new sequences with good correlation can be con-

structed by this structure (Gong, 2002). Most of the ideal 2-level autocorrelation sequences of composite period,

such as m sequences, GMW sequences, and generalized GMW sequences, have the interleaved structure. Twin

prime sequences are the special modified Jacobi sequences and they have ideal 2-level autocorrelation, but do not

have the interleaved structure.

For the modified Jacobi sequences (Calabro & Wolf, 1968) with period pq, p, q prime, it is very interesting that the

out-of-phase autocorrelation values of them are dependent only on the difference between p and q. In recent years,

some modifications of modified Jacobi sequences (Brandstätter, Pirsic, & Winterhof, 2011; Li et al., 2007; Su &

Winterhof, 2010; Xiong & Hall, 2011) have been studied, and similar results are obtained by the number theory

approach. In Green and Green (2000), the diagonal structure of modified Jacobi sequences is studied. The way to

yield the array is to start at the top left-hand corner of the array with the first digit of the sequence and then to place

subsequent digits down the diagonal. There, the first row (column) is regarded as the next of the last row (column).

In this paper, we investigated another array structure of modified Jacobi sequences, which is rearranged row by

row and from left to right within a row. We find that modified Jacobi sequences have interleaved-like structure.

Now the sequence is determined by three sequences, two base sequences and one shift sequence. By the structure,

the relation between the Jacobi sequence and modified Jacobi sequence is clearly exposed, and the autocorrelation

of modified Jacobi sequences can be obtained easily. Furthermore, some modifications of the modified Jacobi

sequence can be constructed.

This paper is organized as follows. Section 2 gives some basic concepts and some known results which will be

employed throughout this paper. In Section 3, the array structure of modified Jacobi sequences is investigated. In

Section 4, the autocorrelation of the modified Jacobi sequence is computed based on the array structure. Dicussion

and concluding remarks are given in Section 5.

2. Preliminaries

In this section, we introduce some preliminaries which will be used throughout the paper. For more details, the

reader is referred to (Cusick, Ding, & Renvall, 1998; Golomb & Gong, 2005).
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2.1 Sequences and Crosscorrelation Function

Let Zm be a ring of integers modulo m, Z∗m = Zm \ {0}, and F2 = GF(2), the finite field with two elements 0 and

1. For a binary sequence a = {ai}, ai ∈ F2 with period N, ā is the complement of a, i.e., ā = {ai + 1}; a∗ is the

companion of a, and defined by a∗0 = a0, a∗i = ai + 1 for 1 ≤ i < N. For a positive integer r, the r-decimation of

a denoted by Dr(a) is defined as {ari}. Lτ(a), the left τ-shift of a, is defined as {ai+τ}. We use 0 for the all zero

sequence, and 1 for the all one sequence, respectively.

The crosscorrelation of two binary sequences u and v with period N is defined as

Cu,v(τ) =

N−1∑
i=0

(−1)ui+vi+τ , τ = 0, 1, · · · ,N − 1. (1)

If v = u, then the crosscorrelation function becomes the autocorrelation funtion, and is denoted by Cu(τ). It is

clear that Cu(0) = N. If the out-of-phase autocorrelation value is -1 for odd N or 0 for even N respectively, then

the sequence is said to have the ideal 2-level autocorrelation function. The correlation function has following

properties:

1) Cū(τ) = Cu(τ);

2) Cu,v(τ) = Cv,u(−τ);
3) Cu,v̄(τ) = −Cu,v(τ);

4) CLk(u),L j(v)(τ) = Cu,v(τ + j − k), 0 ≤ j, k < N.

From the properties above, we have

Lemma 1 With the notation introduced above, suppose the period of a is N, then

Ca∗ (τ) =

{
N, τ = 0,

−2[(−1)a0+aτ + (−1)a0+a−τ ] +Ca(τ), τ � 0,
(2)

Ca,a∗(τ) =

{
2 − N, τ = 0,

2(−1)a0+a−τ −Ca(τ), τ � 0.
(3)

Proof. From the definition of a∗, it is clearly right for the case τ = 0. When τ � 0, we only compute Ca∗(τ), and

Ca,a∗(τ) can be computed similarly.

Ca∗(τ) =
N−1∑
i=0

(−1)a∗i +a∗i+τ

= (−1)a0+aτ+1 + (−1)a−τ+a0+1 +
N−1∑
i=0

(−1)ai+ai+τ − (−1)a0+aτ − (−1)a−τ+a0 .

Thus, Ca∗ (τ) = −2[(−1)a0+aτ + (−1)a0+a−τ ] +Ca(τ) for τ � 0. �
2.2 Cyclotomic Classes and Cyclotomic Numbers

For a prime p, let D0 = {x2|x ∈ Z∗p}, D1 = Z
∗
p \ D0, be the the sets of quadratic residues and quadratic nonresidues

modulo p, respectively. They are also called the cyclotomic classes of order two. The cyclotomic numbers of order

two are defined to be (i, j) = |(Di + 1) ∩ Dj|, i, j ∈ {0, 1}. We need the following results on cyclotomic classes and

cyclotomic numbers of order two.

Lemma 2 (Cusick, Ding, & Renvall, 1998) Let p be an odd prime, the cyclotomic classes of order two have the
following properties:

1) |D0| = |D1| = (p − 1)/2,

2) If w ∈ D0, then wD0 = D0,wD1 = D1; If w ∈ D1, then wD0 = D1,wD1 = D0,

3) −1 ∈ D0 if and only if p ≡ 1 (mod 4).

Lemma 3 (Cusick, Ding, & Renvall, 1998) Let p be an odd prime, the cyclotomic numbers of order two are given
by

1) (0, 0) = (p − 5)/4, (0, 1) = (1, 0) = (1, 1) = (p − 1)/4 if p ≡ 1 (mod 4),
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2) (0, 0) = (1, 0) = (1, 1) = (p − 3)/4, (0, 1) = (p + 1)/4 if p ≡ 3 (mod 4).

Let C0 = D0 ∪ {0},C1 = D1, d(i, j; w) = |Ci ∩ (C j − w)|, i, j = 0, 1,w ∈ Zp. The numbers d(i, j; w)’s are often used

to determine the correlation of sequences which are associated with cyclotomic classes. From the lemma above,

we have

Corollary 1 Let p be an odd prime. For any w,w ∈ Z∗p, d(i, j; w) are given by

1) If p ≡ 3 (mod 4), then

d(0, 0; w) = (p + 1)/4, d(1, 1; w) = (p − 3)/4, d(0, 1; w) = d(1, 0; w) = (p + 1)/4.

2) If p ≡ 1 (mod 4), then

d(0, 0; w) =

{
(p + 3)/4, w ∈ D0,

(p − 1)/4, w ∈ D1,
d(1, 1; w) =

{
(p − 1)/4, w ∈ D0,

(p − 5)/4, w ∈ D1,

d(0, 1; w) = d(1, 0; w) =

{
(p − 1)/4, w ∈ D0,

(p + 3)/4, w ∈ D1.

2.3 The Legendre Sequence and Modified Jacobi Sequence

The Legendre sequence a = {ai} with period p is defined by

ai =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, if i = 0,

0, if i ∈ D0,

1, if i ∈ D1,

(4)

or its complement, companion, and the companion of its complement. Namely, there are four types of Legendre

sequences: a, ā, a∗ and ā∗.

From 2) of Lemma 2, the decimation of a Legendre sequence has the following property.

Lemma 4 (Cusick, Ding, & Renvall, 1998) The r-decimation of a Legendre sequence a is also a Legendre sequence.
Furthermore, Dr(a) = a for r ∈ D0 and Dr(a) = a∗ for r ∈ D1.

The autocorrelation of the Legendre sequence is well-known (Golomb & Gong, 2005). From Lemma 1, we can

determine the autocorrelation of its companion and the crosscorrelation between them as follows, which will be

used later.

Theorem 1 Let a be the Legendre sequence of period p defined by (4). Then

1) if p ≡ 3 (mod 4),

Ca(τ) = Ca∗(τ) =

{
p, τ = 0,

−1, otherwise,
Ca,a∗(τ) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
2 − p, τ = 0,

−1, τ ∈ D0,

3, τ ∈ D1.

2) if p ≡ 1 (mod 4),

Ca(τ) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
p, τ = 0,

1, τ ∈ D0,

−3, τ ∈ D1,

Ca∗ (τ) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
p, τ = 0,

−3, τ ∈ D0,

1, τ ∈ D1,

Ca,a∗(τ) =

{
2 − p, τ = 0,

1, otherwise.

Note that if a is one of the other three types, the result is similar.

For two primes p and q, the Jacobi sequence (Calabro & Wolf, 1968) is defined as the sum of two Legendre

sequences associated with p and q respectively. The out-of-phase autocorrelation values of Jacobi sequences

contain the factors p and q, and do not have good autocorrelation. However, modified Jacobi sequences can

improve this situation and the out-of-phase autocorrelation values are dependent only on the difference between p
and q. When the difference is 2, the sequence has the ideal 2-level autocorrelation function, and is called as a twin

primes sequence.
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Definition 1 (Calabro & Wolf, 1968) Let a and b be the Legendre sequences associated with two odd primes p and

q, respectively. The modified Jacobi sequence s = {si} of period pq is defined as

si =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ai + bi, gcd(i, pq) = 1,

0, i ≡ 0 (mod q),

1, otherwise.

(5)

When the greatest common divisor of p and q is 2, Ding constructed the generalized cyclotomic sequence of order

two in (Ding, 1998), which could also be expressed as (5).

Example 1 Let p = 5, q = 7, the Legendre sequences a = {00110} and b = {0001011}. Thus, a modified Jacobi

sequence of period 35 is given by

s = {00100110101000010011101111100011101}.
Theorem 2 (Calabro & Wolf, 1968) The autocorrelation of the modified Jacobi sequence s in Definition 1 is given
by

1) If p is congruent to q modulo 4,

Cs(τ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

pq, 1 time,

p − q + 1, q − 1 times,

q − p − 3, p − 1 times,

1, (p − 1)(q − 1)/2 times,

−3, (p − 1)(q − 1)/2 times.

(6)

2) If p is not congruent to q modulo 4,

Cs(τ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

pq, 1 time,

p − q + 1, q − 1 times,

q − p − 3, p − 1 times,

−1, (p − 1)(q − 1) times.

(7)

3. The Interleaved-like Structure of the Modified Jacobi Sequence

In this section, we will study the array structure of modified Jacobi sequences. We arrange the modified Jacobi

sequence s of period pq as a p × q array form, which is row by row and from left to right within a row. Thus, the

modified Jacobi sequence of period 35 given by Example 1 has the following form:

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 1 0 0 1 1

0 1 0 1 0 0 0

0 1 0 0 1 1 1

0 1 1 1 1 1 0

0 0 1 1 1 0 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(8)

The array form of a modified Jacobi sequence has the following

Theorem 3 With the same notation of Definition 1, let M be the p × q array form of s. Let v = Dq(a), u be defined
as u0 = 1, ui = vi for i � 0. Then the jth column of M is given by

Mj =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, j = 0,

Lej (u), b j = 0 and j � 0,

Lej (u∗), b j = 1,

where e j = q−1 × j (mod p) for j � 0.

Proof. It is obvious that M0 = 0 from (5).
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For j � 0, we first investigate the array form N of the Jacobi sequence t = a + b. For any k, 0 ≤ k < pq, let

k = iq + j, 0 ≤ i < p, 0 ≤ j < q. Then

tiq+ j = aiq+ j + biq+ j = aq(i+q−1 j) + b j.

Let v = Dq(a), e j = q−1 × j (mod p). Thus, the jth column of N, Nj = Lej (v) for b j = 0, and Nj = Le j (v) otherwise.

Let Nj = {Nj,0,Nj,1, · · · ,Nj,p−1}. Note that

Nj,−q−1× j = v0 + b j

and

(−q−1 × j) (mod p) × q + j ≡ 0 (mod p).

From (5), for each j � 0, the lth element of Mj must be 1 if l = (−q−1 × j) (mod p), and is equal to Nj,l otherwise.

Define u as u0 = 1, ui = vi for i � 0. Note that u∗ = v̄. Therefore, Mj is equal to Le j (u) for b j = 0, and Le j (u∗) for

b j = 1, respectively. �
We make a convention that ei = ∞ if the ith column of the array form is 0.

Example 2 Let s be the modified Jacobi sequence of period 35 in Example 1. It is easy to see that 7 (mod 5) =

2, v = D2(a) = {01001}, and so u = {11001} and u∗ = {10110}. One can check that e = (∞, 3, 1, 4, 2, 0, 3) by the

array form (8), where e j = 7−1 × j (mod 5) = 3 j (mod 5) for j � 0.

The array form of the interleaved sequence introduced by Gong is determined by the base sequence and the shift

sequence completely. However, the array form in Theorem 3 is associated with three sequences. In the following,

we give the definition of the interleaved-like sequence.

Definition 2 Let u1 and u2 be two binary sequences of period m, and l be a binary sequence of period n. Let

e = {e0, · · · , en−1}, e j ∈ Zm ∪ {∞}. If a binary sequence s of period mn can be arranged as an m × n array form M,

and the jth column of M, Mj has the following form

Mj =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, e j = ∞,
Lej (u1), l j = 0 and e j � ∞,
Lej (u2), l j = 1 and e j � ∞,

then we say that s is an interleaved-like binary sequence with respect to u1, u2, l and e. And the array form of s is

denoted by M(u1,u2, l, e). The sequences u1 and u2 are called the base sequences of s, l and e are called the label

sequence and shift sequence of s, respectively.

Remark 1 Let u be an interleaved sequence with base sequence a and shift sequence e. Then, u can be viewed as

the interleaved-like sequence with the array form M(a, a, 0, e). The signal set {sk} in (Gong, 2002) was defined as

sk = u + Lk(b). Thus, sk is an interleaved-like sequence with the array form M(a, ā, Lk(b), e).

To determine the autocorrelation of an interleaved-like sequence s, we need to consider the array form of Lτ(s).

First, the shift sequence e is extended to {e0, · · · , emn−1} as follows. For k = in + j with 0 ≤ i < m, 0 ≤ j < n,

ein+ j =

⎧⎪⎪⎨⎪⎪⎩
e j + i ∈ Zm, if e j � ∞,
∞, otherwise.

Theorem 4 With the same notation of Definition 2. For τ = vn + r, 0 ≤ v < m, 0 ≤ r < n, the array form of Lτ(s)

is given by M(u1, u2, Lr(l), e′), where the new shift sequence e′ = {e′0, · · · , e′n−1} is given by

e′j =

⎧⎪⎪⎨⎪⎪⎩
e j+r + v (mod m), if e j+r � ∞,
∞, otherwise.

(9)

Proof. Let t = Lτ(s). Let A = (A0, · · · , An−1) and T = (T0, · · · ,Tn−1) be the array forms of s and t, respectively.

For any k, 0 ≤ k < pq, let k = in + j, 0 ≤ i < m, 0 ≤ j < n. Then, tk = sk+τ = s(i+v)n+r+ j. Therefore,

T j =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Lv(Aj+r), 0 ≤ j < n − r, Ar+ j � 0

Lv+1(Aj+r−n), n − r ≤ j < n, Aj+r−n � 0.
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Combining with the extension of e, we know that the base sequences of Lτ(s) are the same as those of s, the label

sequence is Lr(l), and the shift sequence e′ is given by (9). �
The autocorrelation of an interleaved-like sequence s can be computed by the array forms of s and Lτ(s), which

are associated with the autocorrelations of the base sequences, the crosscorrelation between the base sequences,

and the difference between the shift sequences of Lτ(s) and s. From Theorem 3, the modified Jacobi sequence is

a special interleaved-like binary sequence. Since the elements of the shift sequence are linear with the column

number, the following is obtained from (9).

Theorem 5 With the same notation of Theorem 3. For τ = vq+ r, 0 ≤ v < p, 0 ≤ r < q, let e′ be the shift sequence
of Lτ(s). Then,

e′j − e j ≡ v + q−1r (mod p),

for e j � ∞ and e′j � ∞.

4. The Autocorrelation of the Modified Jacobi Sequence

In this section, we determine the autocorrelation of the modified Jacobi sequence s by its array structure.

The autocorrelation Cs(τ) will be computed column by column from the array forms of s and Lτ(s). Let A =
(A0, · · · , Aq−1) and B = (B0, · · · , Bq−1) be the array forms of them, respectively. Note that the base sequences are

u and u∗, and they are also Legendre sequences. The correlations of the base sequences are given by Theorem 1.

Let τ = vq + r, 0 ≤ v < p, 0 ≤ r < q, δ = v + q−1r (mod p), the autocorrelation of s can be computed as

Cs(τ) =

q−1∑
j=0

< Aj, Bj >,

where < Aj, Bj >=
p−1∑
i=0

(−1)Ai, j+Bi, j .

If r = 0, Cs(τ) = p + (Cu(δ) +Cu∗(δ)) × q−1

2
. Thus, Cs(τ) = pq for δ = 0, or p − q + 1 otherwise.

If r � 0, let A′ = (A′0, · · · , A′q−1) be defined by A′0 = u, A′j = Aj for j � 0. Assume that the sequence respected to

A′ is denoted by s′ and B′ = (B′0, · · · , B′q−1) is the array form of Lτ(s′). The autocorrelation Cs(τ) can be rewritten

as

Cs(τ) =
q−1∑
j=0
< A′j, B

′
j > −(< A′0, B

′
0 > + < A′−r, B

′−r >) + (< 0, B0 > + < A−r, 0 >)

= Cs′ (τ) − (< A′0, B
′
0 > + < A′−r, B

′−r >) − 2,

where the last identity follows from the balance of the Legendre sequence. Let 
(τ) =< A′0, B
′
0 > + < A′−r, B

′−r >,

then

Cs(τ) = Cs′ (τ) − 
(τ) − 2. (10)

Note that s′ is an interleaved-like sequence, too. The first element of the shift sequence is 0, and the other elements

are not changed. Thus, the difference between the shift sequences of Lτ(s′) and s′ is δ for each 0 ≤ j < q. On the

other hand, the base sequences and the label sequence are not changed. Then, the term < A′j, B
′
j > is associated with

the autocorrelation of u, or the autocorrelation of u∗, or the crosscorrelation of u and u∗. These correlations are

associated with the cyclotomic classes of p, and the number of each type of correlation depends on the cyclotomic

numbers of q. For clarity, the cyclotomic numbers and cyclotomic classes are denoted by dq(i, j; w) and Dp,i,

respectively. In detail, Cs′ (τ) is computed as follows

Cs′(τ) = dq(0, 0; r) ×Cu(δ) + dq(1, 1; r) ×Cu∗ (δ) + dq(0, 1; r) ×Cu,u∗ (δ) + dq(1, 0; r) ×Cu∗,u(δ)

= dq(0, 0; r) ×Cu(δ) + dq(1, 1; r) ×Cu∗ (δ) + dq(0, 1; r) × (Cu,u∗ (δ) +Cu,u∗(−δ)),
where the last identity follows from dq(0, 1; r) = dq(1, 0; r).

If δ = 0,

Cs′(τ) = p(dq(0, 0; r) + dq(1, 1; r)) + 2(2 − p)dq(0, 1; r). (11)

If δ � 0, by Theorem 1, we have

Cs′(τ) = −dq(0, 0; r) − dq(1, 1; r) + 2dq(0, 1; r), (12)
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for p ≡ 3 (mod 4), and

Cs′ (τ) =

⎧⎪⎪⎨⎪⎪⎩
dq(0, 0; r) − 3dq(1, 1; r) + 2dq(0, 1; r), if δ ∈ Dp,0,

−3dq(0, 0; r) + dq(1, 1; r) + 2dq(0, 1; r), if δ ∈ Dp,1,
(13)

for p ≡ 1 (mod 4).

Now, we can determine the autocorrelation of the modified Jacobi sequence s from Corollary 1, and thus give an

alternative proof of Theorem 2.

Proof of Theorem 2. We only need to compute Cs(τ) when r � 0 in view of the values of p, q modulo 4. Here we

only compute Cs(τ) when p ≡ 3 (mod 4) and q ≡ 3 (mod 4). For the other three cases, it can be computed similarly.

For this case, by Corollary 1, (11) and (12), we get

Cs′ (τ) =

⎧⎪⎪⎨⎪⎪⎩
q − p + 1, δ = 0,

1, otherwise.

Next, we consider 
(τ). There are two subcases.

1) If r ∈ Dq,0, then −r ∈ Dq,1, and so


(τ) = Cu(δ) +Cu∗,u(δ) = Cu(δ) +Cu,u∗(−δ).

From Theorem 1, 
(τ) = −2 for δ ∈ Dp,1, or 2 otherwise.

2) If r ∈ Dq,1, then −r ∈ Dq,0, and so


(τ) = Cu,u∗(δ) +Cu(δ).

Thus, from Theorem 1, 
(τ) = −2 for δ ∈ Dp,0, or 2 otherwise.

With the preparation above, from (10) and combining with the case r = 0, we get

Cs(τ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

pq, r = 0 and δ = 0,

p − q + 1, r = 0 and δ � 0,

q − p − 3, r � 0 and δ = 0,

1, r ∈ Dq,0 and δ ∈ Dp,1, or r ∈ Dq,1 and δ ∈ Dp,0,

−3, r ∈ Dq,0 and δ ∈ Dp,0, or r ∈ Dq,1 and δ ∈ Dp,1.

(14)

Note that τ = vq + r, 0 ≤ v < p, 0 ≤ r < q. By simple computation, we have (6) from (14). �
5. Discussion and Conclusion

From the computation in the last section, it is the relation between two base sequences of s to ensure good autocor-

relation. Therefore, other modified Jacobi sequences can be obtained by changing the companion pair. In addition,

if we only change a few columns of s, the autocorrelation of the corresponding sequence can also be obtained by

making a few changes to the above equations. For example, we change the first column of s to 1 and the others

do not change. The autocorrelation is not changed for r = 0. For r � 0, the term −2 in (10) should be changed to

+2, and so the value of the autocorrelation should be added by 4. Thus, by (6) and (7), the autocorrelation of the

resulting sequence is given as follows

1) If p is congruent to q modulo 4,

Cs(τ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

pq, 1 time,

p − q + 1, q − 1 times,

q − p + 1, p − 1 times,

5, (p − 1)(q − 1)/2 times,

1, (p − 1)(q − 1)/2 times.
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2) If p is not congruent to q modulo 4,

Cs(τ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

pq, 1 time,

p − q + 1, q − 1 times,

q − p + 1, p − 1 times,

3, (p − 1)(q − 1) times.

The autocorrelation values are also quite flat when |p − q| is very small.

In this paper, we have studied the array structure of modified Jacobi sequences, which is called interleaved-like

structure. Based on the structure, the autocorrelation of modified Jacobi sequences has been computed, and the

essence has been revealed to get modifications of modified Jacobi sequences.
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