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#### Abstract

Ongoing debate concerns how many deaths or disease cases are linked to lifestyle-linked (modifiable) factors such as adiposity, smoking and physical activity. This paper considers mortality attributable to modifiable risks using US cohort data from the NHANES III survey, focussing on mortality in a cohort of adults under age 65 at baseline. A piecewise-exponential regression analysis is adopted, with predictor selection, so acknowledging model uncertainty. Attributable risks are estimated using a Bayesian approach, with risks estimated by gender and population sub-groups (ethnic, income). For the cohort considered, smoking has the highest attributable risk, especially for males.
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## 1. Introduction

### 1.1 Assessing Impacts on Mortality of Modifiable Risk Factors

Recent studies have considered how far mortality and disease incidence are linked to modifiable risk factors, namely those reflecting health behaviours (Flegal et al, 2005; Mehta and Chang, 2009; Ekelund et al, 2015). Examples of such risk factors are physical activity, smoking, and adiposity, encompassing general and central obesity (e.g. Goh et al, 2014). Impacts of behavioural risk factors can be measured by attributable risks (also called population attributable fractions), which incorporate both associations between the outcome and exposure, and the proportion of subjects exposed (Flegal et al, 2015; Benichou, 2001). The attributable risk due to a particular exposure measures the reduction in mortality, prevalence or incidence due to a disease if the exposure were to be eliminated.

Issues raised by attributable risk studies of mortality include impacts of adiposity as against smoking and physical activity; potential biases in assessing adiposity impacts; and impacts of fat mass as against central obesity. Thus some investigations question the potential extent of rising obesity levels in shortening lifespans as compared to smoking (Flegal et al. 2005). Regarding adiposity and physical inactivity, some evidence indicates they independently contribute to mortality risk (Hainer et al, 2009; Hu et la, 2004). Possible biases in assessing adiposity impacts include reverse causation in samples including older subjects, since they are more likely to have chronic diseases leading to weight loss (Manson et al, 2007; Richman and Stampfer, 2010). Regarding the relative importance of general and central adiposity, evidence is inconclusive, some studies reporting stronger impacts of central adiposity on future mortality (Price et al, 2006), others finding no difference in predictive strength (Taylor et al, 2010), or concluding that both types of adiposity measure be used in tandem (Pischon et al, 2008).

### 1.2 Focus of This Paper and Data Used

This paper considers attributable mortality risks due to excess adiposity, smoking and physical inactivity, classed as primary risk factors in the terminology of Basu and Landis (2004), with a focus on US all-cause mortality. While many studies only consider population wide attributable risks, attributable risks are here obtained separately for males and females, and by income and ethnic group within genders.
The analysis is based on data from the National Health and Nutrition Examination Survey (NHANES), specifically the NHANES III health survey (1988-1994), and a mortality follow up to 2011. NHANES is a series of surveys assessing health and health behaviours, unique in combining interviews and physical examinations. The interview component includes demographic, socioeconomic, and behaviour questions, while the examination component consists of medical and physiological readings by trained personnel. The mortality follow up involves linkage of survey participants with the US National Death Index, facilitating investigation of links between health factors and mortality. The analysis considers
adults aged 35-64 at baseline to alleviate biases due to weight loss among older patients with chronic disease. Exclusion on the basis of disease status is not considered as this involves sample depletion, and possible alternative biases as thresholds or disease definitions are varied.

### 1.3 Methodological Aspects of the Analysis

A survival regression approach, with a piecewise-exponential representation of the hazard function, is adopted. Attributable risks are based on survival regression on the primary risk factors (adiposity, exercise, smoking), adjusting for confounders (Morgenstern, 2008, p 60). A Bayesian estimation approach using Markov Chain Monte Carlo (MCMC) methods is used, with predictor selection to allow for regression model uncertainty. Specifically, a stochastic search variable selection (SSVS) strategy is used for predictor selection (George and McCulloch, 1993).
Bayesian estimation also simplifies inferences on attributable risks, whereas confidence intervals are complex to obtain using classical approaches. Data missingness is explicitly considered via a multiple imputation strategy, avoiding biases present in complete cases analysis. Differential survey weights are also incorporated (Heeringa et al, 2015).

## 2. Methods

### 2.1 Attributable Risk Definitions

The attributable risk (AR), also sometimes called the attributable fraction, or population attributable fraction, is a measure of the importance of a risk factor (Samuelsen and Eide, 2008). Let D denote mortality, disease incidence or presence of disease ( $=1$ for death or disease, $=0$ otherwise), then one has

$$
A R=\frac{P(D)-P(D \mid \text { Intervention })}{P(D)}
$$

where P denotes probability, and a generic intervention corresponds to the (possibly counterfactual) total or partial removal of one or more risk factors.
Consider mortality or disease status $D_{i}$, and risk factor data $X_{i}$ for subjects $i=1, \ldots, n$. Let $X_{i}^{*}$ be the risk factor under intervention, with selected levels of the risk factor modified or removed. Let $\mathrm{C}_{\mathrm{i}}$ denote other risk factors or confounders, and let $\mathrm{E}_{\mathrm{i}}$ denote any postulated interactions $\mathrm{E}_{\mathrm{i}}=\mathrm{C}_{\mathrm{i}} \mathrm{X}_{\mathrm{i}}$ (i.e. allowing effect modifications) between these remaining confounders and $X_{i}$. Under exposure modification the latter would become $E_{i}^{*}=C_{i} X_{i}^{*}$.

Denote model based probability estimates of the outcome under observed and counterfactual scenarios as $r_{i}\left(X_{i}, C_{i}, \mathrm{E}_{\mathrm{i}} \mid \beta\right)$ and $r_{i}\left(X_{i}^{*}, C_{i}, E_{i}^{*} \mid \beta\right)$, respectively, where $\beta$ measures impacts of $X, C$, and $E$ on $D$. Let population wide totals be denoted

$$
\mathrm{R}=\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{r}_{\mathrm{i}}\left(\mathrm{X}_{\mathrm{i}}, \mathrm{C}_{\mathrm{i}}, \mathrm{E}_{\mathrm{i}} \mid \beta\right)
$$

and

$$
\mathrm{R}^{*}=\sum_{\mathrm{i}=1}^{\mathrm{n}} \operatorname{ri}\left(\mathrm{X}_{\mathrm{i}}^{*}, \mathrm{C}_{\mathrm{i}}, \mathrm{E}_{\mathrm{i}}^{*} \mid \beta\right)
$$

respectively. Then the attributable risk may be written (Greenland and Drescher, 1993) as

$$
\begin{equation*}
\mathrm{AR}=\frac{\mathrm{R}-\mathrm{R}^{*}}{\mathrm{R}}=1-\frac{\mathrm{R}^{*}}{\mathrm{R}} \tag{1}
\end{equation*}
$$

### 2.2 Population Sub-Groups

Often policy interest is on differentials in health impacts or burdens according to socio-demographic category, such as income or ethnic group $G_{i}$. One may estimate attributable risks $A R_{g}$ for subgroups $g$ by aggregating probability estimates within such groups, namely

$$
R_{g}=\sum_{i=1, G_{i}=g}^{n} r_{i}\left(X_{i}, C_{i}, E_{i} \mid \beta\right)
$$

and

$$
\mathrm{R}_{\mathrm{g}}^{*}=\sum_{\mathrm{i}=1, \mathrm{G}_{\mathrm{i}}=\mathrm{g}}^{\mathrm{n}} \mathrm{r}_{\mathrm{i}}\left(\mathrm{X}_{\mathrm{i}}^{*}, \mathrm{C}_{\mathrm{i}}, \mathrm{E}_{\mathrm{i}}^{*} \mid \beta\right)
$$

Then

$$
\begin{equation*}
\mathrm{AR}_{\mathrm{g}}=1-\frac{\mathrm{R}_{\mathrm{g}}^{*}}{\mathrm{R}_{\mathrm{g}}} \tag{2}
\end{equation*}
$$

with the population wide AR obtained as

$$
\mathrm{AR}=\sum_{\mathrm{g}} \mathrm{AR}_{\mathrm{g}} \mathrm{~W}_{\mathrm{g}}
$$

with weights

$$
\mathrm{W}_{\mathrm{g}}=\mathrm{R}_{\mathrm{g}} / \mathrm{R}
$$

Differences in attributable risks between subgroups may be due to differences in risk factor prevalence, for example, physical activity and/or adiposity differences between income or ethnic groups (Powell et al, 2006). Differences in ARs between groups may also be due to risk factor modification by group, such as effects of obesity on mortality varying by ethnic group (Flegal et al, 2004).

### 2.3 Attributable Risks in Survival Analysis

More specifically consider survival data, with observed death times or right censored times $t_{i}$ and predictors $\mathrm{Z}_{\mathrm{i}}=\left(\mathrm{X}_{\mathrm{i}}, \mathrm{C}_{\mathrm{i}}, \mathrm{E}_{\mathrm{i}}\right)$ Then estimation of attributable risks may involve the survival or hazard function (Samuelsen and Eide, 2008). For example, let $S\left(t_{i} \mid Z_{i}\right)$ denote the probability of surviving till time $t$, then the probability of mortality between $t$ and $t+\Delta t$ is

$$
\mathrm{r}_{\mathrm{i}}\left(\mathrm{t}, \mathrm{t}+\Delta \mathrm{t} \mid \mathrm{Z}_{\mathrm{i}}\right)=\mathrm{P}\left(\mathrm{t}<\mathrm{t}_{\mathrm{i}} \leq \mathrm{t}+\Delta \mathrm{t}\right)=\mathrm{S}\left(\mathrm{t} \mid \mathrm{Z}_{\mathrm{i}}\right)-\mathrm{S}\left(\mathrm{t}+\Delta \mathrm{t} \mid \mathrm{Z}_{\mathrm{i}}\right)
$$

The corresponding attributable risks, based on totals $R(t, t+\Delta t)$ and $R *(t, t+\Delta t)$ obtained as above, are specific to intervals $(t, t+\Delta t)$. A suitable parametric form for survival times may be difficult to obtain, and a flexible semi-parametric model involves a piecewise exponential assumption (Ibrahim et al, 2001) (see Appendix 1).

## 3. Case Study: Regression Specification

### 3.1 Dataset

We consider data from the National Health and Nutrition Examination Survey (NHANES) which assesses health and nutritional status, using both interviews and physical examinations. Specifically data are from the NHANES III survey of 1988-1994, and linked mortality follow-up on the respondents of that survey through to the end of 2011. The analysis involves subjects aged $35-64$ at baseline: 3694 male subjects, and 4204 female subjects, with 1081 and 855 deaths respectively. Following Korn et al (1997), age at death (or censoring) is used as the time unit. J=10 intervals are used in the piecewise exponential regression, with $\mathrm{a}_{0}=0$, interior cut-points $\mathrm{a}_{\mathrm{j}}(\mathrm{j}=1, \ldots, 9)$ based on the $10^{\text {th }}, 20^{\text {th }}, \ldots, 90^{\text {th }}$ percentiles of observed ages at death, and with $\mathrm{a}_{\mathrm{J}}$ exceeding the maximum age at death.

### 3.2 Defining Primary Risk Predictors

Predictors of mortality first consist of indicators of the primary risk factors. As a measure of central obesity, the waist-hip ratio category $\left(Z_{1}\right)$ has three categories, using gender specific cut-points among subjects aged 35-64 in NHANES III ( $\mathrm{Z}_{1}=1$ for WHR under $75^{\text {th }}$ percentile; $\mathrm{Z}_{1}=2$ for WHR between $75^{\text {th }}$ and $90^{\text {th }}$ percentile; $\mathrm{Z}_{1}=3$ for WHR over $90^{\text {th }}$ percentile). As a measure of general obesity, BMI category $\left(\mathrm{Z}_{2}\right)$ has values 1,2 , or 3 , according as BMI is under 30, 30-34.99, or over 35. Extreme BMI (i.e. over 35) has been found to have a strong impact on mortality outcomes (Kitahara et al, 2014). Both measures of adiposity are included as potential risk factors: for example, high BMI and abdominal obesity combined lead to particularly high cardiovascular risk (Snijder et al, 2006; Coutinho et al, 2013).
The other two primary risk factors are physical activity status and smoking status. Physical activity is represented using metabolic equivalent (MET) intensity levels (Ainsworth et al, 1993), based on leisure time physical activity in exercises, sports, or physically active hobbies. A fourfold categorisation was used: $Z_{3}=1$ for subjects reporting no activity (around $17 \%$ of males and $25 \%$ of females); $\mathrm{Z}_{3}=2$ for those reporting some activity but below the median MET (by gender); $\mathrm{Z}_{3}=3$ for those between the median and upper quartile MET; and $Z_{3}=4$ for those in the upper MET quartile.
Smoking status, $\mathrm{Z}_{4}$, is an eight-fold category as in Ho and Elo (2013). This categorisation distinguishes between never-smokers, former smokers and current smokers, taking into daily cigarettes smoked for current smokers and time since quitting among former smokers. The categories are thus: never-smoker; former smoker who quit over 30, 20-29, $10-19,5-9$, or $0-4$ years ago; and current smoker, distinguishing between smoking less than one pack, or one or more packs of cigarettes per day.

### 3.3 Other Predictors

Other predictors are behavioural and socio-demographic confounders. Behavioral confounders are first $Z_{5}$, a binary indicator of healthy eating. This indicator is based on the NHANES healthy eating index (Kappeler et al, 2013), with $Z_{5}=1$ for HEI scores in the upper quartile, and value 0 otherwise. A second behavioral confounder is alcohol consumption category, $\mathrm{Z}_{6}$ ( $1=$ non-drinker as reference, $2=$ moderate, $3=$ heavy ) defined as in Freiberg et al (2004). Socio-demographic confounders are poverty status $\mathrm{Z}_{7}$, with value 1 for income to poverty ratios under 1 , and value 0 otherwise; and
ethnic/race category, $Z_{8}$ ( $1=$ white non-Hispanic as reference, $2=$ black non-Hispanic, $3=$ Hispanic, $4=o t h e r$ ). Poverty status is included because of evidence of confounding by socio-economic status (Mehta and Chang, 2009), and because of well-established effects of income-defined poverty on health and mortality, whether poverty is defined for individuals or communities (Marmot, 2002; Raphael, 2011). Ethnic group is included due to evidence of ethnic mortality differentials, controlling for other risk factors (Elo and Preston, 1997).
Four forms of interaction are considered, based on evidence from the literature. These are an interaction between adiposity and current smoking, $\mathrm{Z}_{9}$ (binary, with value 1 for subjects who are both adipose and currently smoking); an interaction between adiposity and physical inactivity, $\mathrm{Z}_{10}$ (binary, with value 1 for adipose subjects reporting low or no activity); an interaction between adiposity and higher age, $\mathrm{Z}_{11}$ (binary, with value 1 for adipose subjects aged over 55); and interactions between adiposity and ethnicity $\left(\mathrm{Z}_{12}-\mathrm{Z}_{14}\right)$. In defining interactions, adiposity consists of any one of the four excess BMI or excess WHR categories. The first interaction is included because associations between adiposity and mortality among current smokers may be weaker than among non-smokers (Manson et al, 2007; Koster et al, 2008). The second interaction is included based on recent evidence (Ekelund et al, 2015), though studies are inconsistent on this effect (Brown et al, 2012). The latter two types of interaction express possible effect modification by age and ethnicity (Mehta and Chang, 2009). For example, Crimmins et al (2011) state that "BMI has its largest effect on the risk of mortality for adults under 50, and the correlation between BMI and mortality decreases beyond that age".

### 3.4 Counterfactual Settings

The counterfactual scenario to derive attributable risks due to adiposity involves setting $Z_{1 i}^{*}=Z_{2 i}^{*}=1$ for all subjects (i.e. no excess central obesity and no high BMI levels), and also setting to zero all interactions ( $\mathrm{Z}_{9}$ to $\mathrm{Z}_{14}$ ) involving adiposity. For the attributable risk due to physical inactivity, the setting $\mathrm{Z}_{3 \mathrm{i}}^{*}=4$ is adopted. For the attributable risk due to smoking, subjects currently or formerly smoking are assigned to the never smoked category, and the interaction $\mathrm{Z}_{9}$ is set to zero.

### 3.5 Predictor Selection

One benefit of a Bayesian approach is that model uncertainty can be allowed for in estimating attributable risks, since not all the above predictors may be relevant to varying mortality risks. Collinearity may produce unexpectedly insignificant or diminished effects, or effects contrary to established knowledge. Predictor selection is therefore applied to all regression parameters except for the interval intercepts $\beta_{0 \mathrm{k}}$ in the piecewise exponential (Appendix 1).

For predictor j , let $\mathrm{I}_{\mathrm{j}} \sim \operatorname{Bern}(\pi)$ be binary indicators, with $\mathrm{I}_{\mathrm{j}}=1$ corresponding to retention of coefficient $\beta_{\mathrm{j}}$, and $\mathrm{I}_{\mathrm{j}}=0$ corresponding to exclusion. A stochastic search variable selection strategy is adopted whereby $\beta_{\mathrm{j}}$ has a conventional prior
when $I_{j}=1$, but for $I_{j}=0$ the prior is centred at zero with high precision, so that while $Z_{j}$ is still in the regression, it is essentially irrelevant to that regression. Thus

$$
\begin{equation*}
P\left(\beta_{j} \mid I_{j}\right)=r_{j} N\left(0, V_{j}\right)+\left(1-I_{j}\right) N\left(0, c_{j} V_{j}\right) \tag{3}
\end{equation*}
$$

where $V_{j}$ is the prior variance under retention, while $c_{j}$ is small to ensure the range of $\beta_{j}$ under $P\left(\beta_{j} \mid I_{j}=0\right)$ is confined to substantively insignificant values. The relevance of a risk factor is summarised in the marginal inclusion probability, namely the estimated probability that $\beta_{\mathrm{j}}$ is selected as relevant to explaining the outcome (equivalently the probability that $\mathrm{I}_{\mathrm{j}}=1$ ).

The predictors in the NHANES application are discrete valued (binary or categorical). The setting $\mathrm{V}_{\mathrm{j}}=1$ is adopted in line with a prior $95 \%$ expectation that relative risks will be between 0.14 (for protective factors) and 7.1 (for adverse factors).

Prior evidence in fact suggests less extreme relative risks, even for risk factors established to have strong adverse impacts on mortality. For example, Friedman et al (1997) report mortality relative risks under 2 for current smokers vs. never-smokers. The setting $\mathrm{c}_{\mathrm{j}}=1 / 10000$ is adopted, as in George and McCulloch (1993), with $\pi$ set to 0.5 so that retention and rejection are a priori equally likely.

## 4. Case Study: Implementation

### 4.1 Survey Weights

Two complications are present in the analysis of these data. The first is the presence of survey weights (Heeringa et al, 2014). Let such weights be denoted $\mathrm{w}_{\mathrm{i}}$ (rescaled to average 1 ). Then one defines

$$
\begin{aligned}
\mathrm{R} & =\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{w}_{\mathrm{i}} \mathrm{r}_{\mathrm{i}}\left(\mathrm{Z}_{\mathrm{i}}, \beta\right) \\
\mathrm{R}^{*} & =\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{w}_{\mathrm{i}} \mathrm{r}_{\mathrm{i}}\left(\mathrm{Z}_{\mathrm{i}}^{*}, \beta\right),
\end{aligned}
$$

in deriving the attributable risk via formula (1). Estimation of the piecewise exponential survival model also involves a weighted product over subjects $i$ and intervals $k$ of Poisson likelihoods $L_{i k}$, namely $\prod_{i}\left\{\prod_{k} L_{i k}\right\}^{w_{i}}$.

### 4.2 Missing Covariate Data

The second complication is the presence of missing covariate data. Missingness rates are highest for the healthy eating index ( $11 \%$ ), waist-hip ratio ( $5 \%$ ), BMI ( $8 \%$ ), and income-poverty ratio (IPR, $9 \%$ ). Otherwise missingness is under $0.25 \%$ (1 in 400) for smoking status, physical activity status, and alcohol use. To avoid the potential biases present in complete cases analysis, a multiple imputation strategy is adopted (see Appendix 2). To reflect differential survey weights (He et al, 2010), weighted likelihoods (discrete outcomes), or differentially weighted precisions (continuous outcomes) are adopted in the imputation.
The main survival analysis then involves MCMC estimation applied to $\mathrm{K}=5$ multiply imputed datasets (Little et al, 2014) containing imputed covariate values where these values are missing. Variances of parameter estimates take account of within and between imputation variances. Inferences are from iterations 5000-10000 of two chain runs of 10000 iterations for each multiply imputed dataset, with convergence assessed using Brooks-Gelman-Rubin (BGR) statistics (Brooks and Gelman, 1998). Model checks are discussed in Appendix 3.

## 5. Results

Table 1 shows satisfactory posterior predictive checks, for both male and female mortality analyses. The predictive check probabilities are between 0.1 and 0.9 . Figures 1.1 and 1.2 show that the $95 \%$ intervals of Kaplan-Meier estimates of survival probabilities over the J intervals contain the posterior means for the modelled survival probabilities.
Tables 2 and 3 show, for males and females respectively, parameter summaries of relative risks, calculated over imputed datasets (Marshall et al, 2009). Also shown is the percent relative efficiency of estimation using a finite number, M, of imputed datasets rather than an infinite number (Dong and Peng, 2013).

### 5.1 Significance and Retention of Risk Factors

As discussed above, the model selection framework allows that some risk factors, or possibly some sub-categories of categorical risk factors, be redundant in terms of predicting mortality risk. The results of such predictor selection are represented in Tables 2 and 3 by posterior retention probabilities $\operatorname{Pr}\left(\mathrm{I}_{\mathrm{j}}=1 \mid \mathrm{Y}\right)$, where Y denotes observed data.
Consider first the three primary risk factors for which attributable risks are to be obtained (adiposity, inactivity, smoking). Table 3 shows that all four elevated WHR and BMI categories are significant factors that enhance risks of female mortality. By contrast, for males, of the waist-hip ratio indicators, only highly elevated WHR is a significant influence.
For both genders, both class 1 (moderate) obesity and extreme obesity are mortality risk factors, albeit with extreme obesity having a higher relative risk. Significance for moderate obesity (BMI 30-34.99) as a mortality risk factor, among both men and women, contrasts with the finding of some studies reporting an "obesity paradox" (e.g. Flegal et al, 2013)
Current smoking is significantly associated with higher mortality as compared to the reference never smoked category. The posterior mean relative risks of current smoking ( 1 or more packs per day) for all-cause mortality are 2.12 for males and 2.54 for females, similar to the estimates of Friedman et al (1997). Current moderate smoking (under 1 pack a day) is also associated with elevated risk. Among males, risks are elevated for former smokers who stopped relatively recently (within 0-4 years and within 5-9 years).
High physical activity (with $\mathrm{Z}_{3}=4$ ) is a protective influence for both genders, with similar benefit (around $15 \%$ reduction
in mortality risks) across both genders, though for males, the $95 \%$ credible interval just straddles 1 . This confirms other studies (e.g. Hainer et al, 2009) that activity is independently related to mortality after accounting for the effect of adiposity. Moderate activity levels (i.e. $\mathrm{Z}_{3}=2$ or $\mathrm{Z}_{3}=3$ ) are associated with lower male mortality, but the $95 \%$ credible intervals straddle 1, and the inclusion probabilities are inconclusive.
Effects of activity are weaker than those of adiposity and smoking, and this may be partly due to intercorrelation with other health behaviours, although predictor selection will control for such intercorrelation. For example, among males in the highest activity quartile, around $29 \%$ are also in the highest quartile on the healthy eating index, compared to a rate of $16 \%$ among males in the lowest activity quartile.
With regard to effects of disease or lifestyle confounders, it can be seen that moderate alcohol consumption is a protective factor for both sexes, in line with other evidence (e.g. Rimm et al, 1991; de Labry et al, 1992; Gaziano et al, 2000). The reduction in mortality is slightly greater for males. The indicator of healthy eating is also associated with lower mortality, an effect apparent even after controlling for adiposity (cf. McCullough et al, 2000).
As to socio-demographic factors, poverty status emerges as a significant adverse influence on mortality (cf. Hahn et al, 1996), especially among males. Black ethnicity is associated with elevated mortality risk for both genders, even after allowing for poverty status (cf. Hummer and Chinn, 2011).
As to risk factor interactions, no interaction emerges as significant except that between adiposity and older age at baseline, namely a reduced mortality impact for adiposity at older ages (cf. Crimmins et al, 2011).

### 5.2 Estimates of Attributable Risk

Estimates of attributable risk are obtained by MCMC sampling while allowing for predictor selection among primary risk factors and confounders. A full posterior density estimate of the attributable risk is available, without techniques such as delta approximation. AR estimates are also obtained, as in (2), for population sub-groups, namely by income group (high vs low income, defined by income to poverty ratios above and below 2 respectively), and by ethnic group (white N-H, black $\mathrm{N}-\mathrm{H}$, Hispanic) within gender. Table 4 and Figures 2.1-2.3 show all-cause mortality AR estimates by sub-group.
The overall AR estimates due to adiposity are around $7 \%$ for males and $13 \%$ for females. These estimates are similar to percentages of mortality attributable to obesity reported by Flegal et al (2015). The higher AR estimate for females reflects significance of all adiposity variables for females, and also the mostly higher relative risk estimates as compared to males. For example, the mean relative risk associated with extreme BMI is 1.92 for females compared to 1.79 for males.
Figure 2.1 also shows a higher AR due to adiposity among low income females. This reflects different prevalence of extreme WHR and BMI by income: lower income groups have higher prevalence of extreme adiposity. For example, among women aged $35-64$, and using the first imputed dataset, among low income women, $9.3 \%$ have an extreme WHR (over 0.98 ), as against $6.1 \%$ among higher income women, and $11.8 \%$ have an extreme BMI (over 35), as against $8.4 \%$ among higher income women.
A higher AR due to adiposity also applies to black and Hispanic females, with associated cardiovascular disease and mortality risk (Agyemang and Powell-Wiley, 2013). This reflects higher adiposity levels for these ethnic categories (e.g. $47 \%$ obesity among black women compared to $37 \%$ across all females) (Ogden et al, 2013). AR estimates for physical inactivity are also higher among women than men, reflecting a higher prevalence of inactivity among women (25\%, as against $17 \%$ of men).
AR estimates due to smoking show a slightly higher attributable risk for men than women. Higher current smoking rates among men than women ( $31 \%$ vs $25 \%$ ) are offset by higher relative mortality risks for current smoking among women. Higher AR estimates for smoking occur among lower income groups. Among females, lower ARs show for black and Hispanic women, reflecting lower smoking prevalence (CDC, 2001).

## 6. Discussion

Attributable risk estimates may be sensitive to a number of methodological choices. Existing reviews mention factors such as choice of formula (Flegal et al, 2015), choice of counterfactual scenario (Flegal et al, 2015), whether to allow effect modification (Flegal et al, 2004), how to account for mediating effects (Mason and Tu, 2008), and choice of exposure threshold (Rockhill et al, 1998). Another issue is whether a single population is used, as against obtaining estimates of relative risks and risk factor prevalence from different sources (van Dam et al, 2008; Flegal et al, 2015).
The present paper follows a regression model based strategy for estimating attributable risks from a single population (e.g. Greenland and Drescher, 1993), adapted to cohort survival data. However, the approach adopted is distinct from existing studies in incorporating impacts of regression model uncertainty on attributable risks, specifically regarding the relevance or not of predictors. A realistic model for mortality will include a range of risk factors, confounders and interaction effects. This raises issues of potential collinearity between predictors, and hence the need for predictor selection.

Often a set of regression models (differing in subsets of retained predictors) differs little in terms of fit. Unlike classical predictor selection (e.g. using forward selection with PHREG in SAS), Bayesian methods do not select a single best model in such a situation, but allow for model uncertainty (Piironen and Vehtari, 2016). An additional benefit is an index of relevance for each risk factor on a single scale, the marginal inclusion probability, namely the probability that a risk factor should be included in the regression as a predictor of mortality. This principle can be extended to arbitrary combinations of risk factors, so that one could (for example) consider the joint inclusion probability for the four adiposity indicators in the above analysis (Ghosh and Ghattas, 2015).
Bayesian estimation also simplifies inferences on attributable risks, with credible intervals or highest posterior density intervals readily obtained from MCMC output. By contrast, standard errors and hence confidence intervals are complex to obtain using classical approximations, especially where observations have varying survey weights.

Limitations of the analysis may also be mentioned. Although the NHANES survey has the benefit of being nationally representative, a limitation, becoming apparent for cause-specific mortality, is the relatively small sample sizes for deaths in the NHANES mortality follow up, especially when attention is confined to ages under 65 at baseline.
Important substantive findings of the paper are obtained regarding risk factors for mortality and population sub-group differences. Regarding mortality risk, we find evidence for
(a) the enduring importance of smoking, the impacts of which outweigh those of adiposity (cf. Mehta and Chang, 2009), though relative impacts of these two factors vary between population groups;
(b) the relevance of both central obesity and BMI to the total effect attributable to adiposity, with no evidence for an obesity paradox.

Leading examples of sub-group contrasts, apparent from attributable risk estimates, are that
(a) adiposity-linked mortality risk is higher for females as compared to males, for Hispanics as compared to other ethnic categories, and for black females;
(b) smoking-linked mortality risk is higher for males, and for lower-income groups, in both cases reflecting differences in smoking prevalence.
A final point to emphasize is that estimates (e.g. of attributable risk) in the analysis here condition on the prevalence of risk factor patterns around 1990 . However, for the current generation of adults under 65, there have been significant changes in risk factor levels. Since 1990, adiposity levels have increased, both in terms of BMI and central obesity (Walls et al, 2011; Agyemang and Powell-Wiley, 2013), while smoking rates have fallen. Therefore the excess attributable risk for smoking as compared to adiposity (apparent in Table 4) will be expected to diminish.
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## Appendix 1 Piecewise Exponential Models.

Under piecewise exponential regression (e.g. Friedman, 1982) with predictors Xi, the conditional hazard is

$$
h\left(\mathrm{t}_{\mathrm{i}} \mid \mathrm{X}_{\mathrm{i}}\right)=\mathrm{h}_{0}\left(\mathrm{t}_{\mathrm{i}}\right) \exp \left(\mathrm{X}_{\mathrm{i}} \beta\right)=\lambda_{\mathrm{j}} \exp \left(\mathrm{X}_{\mathrm{i}} \beta\right),
$$

for times $t_{i} \in\left(a_{j-1}, a_{j}\right], j=1, \ldots, J$, with baseline hazard $\lambda_{j}$ constant within each interval $\left(a_{j-1}, a_{j}\right]$, and predictors $X_{i}$ excluding an intercept. If model checks indicate departure from proportional hazards, one may specify time varying predictor effects via $h\left(t_{i} \mid X_{i}\right)=\lambda_{j} \exp \left(X_{i} \beta_{j}\right)$. With death indicators $\delta_{i}$ (=1 for death, 0 otherwise), the likelihood contribution in the $j$ th interval is

$$
\left[\lambda_{\mathrm{j}} \exp \left(\mathrm{X}_{\mathrm{i}} \beta\right)\right]_{\mathrm{i}}^{\delta_{\mathrm{i}}} \underset{\exp \left[-\sum_{\mathrm{k}=1}^{\mathrm{j}} \lambda_{\mathrm{k}} \mathrm{~d}_{\mathrm{ik}} \exp \left(\mathrm{X}_{\mathrm{i}} \beta\right)\right], ~}{\text { a }}
$$

where $d_{i k}=\min \left(t_{i}, a_{k}\right)-a_{k-1}$ is the time spent in the $k^{\text {th }}$ interval for subjects still under observation, and $d_{i k}=0$ otherwise. Letting $\mathrm{z}_{\mathrm{ik}}=1$ for a subject dying in interval k , and $\mathrm{z}_{\mathrm{ik}}=0$ otherwise, likelihood contributions are equivalently

$$
\begin{equation*}
\prod_{\mathrm{k}=1}^{\mathrm{j}}\left[\lambda_{\mathrm{k}} \exp \left(\mathrm{X}_{\mathrm{i}} \beta\right)\right]^{\mathrm{z}_{\mathrm{ik}}} \exp \left[-\lambda_{\mathrm{k}} \exp \left(\mathrm{X}_{\mathrm{i}} \beta\right) \mathrm{d}_{\mathrm{ik}}\right] \tag{A1.1}
\end{equation*}
$$

these being proportional to a Poisson likelihood for responses $z_{i k}$ with means $\mu_{i k}=\lambda_{k} \exp \left(X_{i} \beta_{k}\right) d_{i k}$, and offsets $d_{i k}$. The
hazard terms $\lambda_{\mathrm{k}}=\log \left(\beta_{0 \mathrm{k}}\right)$ may be included in an expanded covariate term $\mathrm{B}_{\mathrm{ik}}=\exp \left(\beta_{0 \mathrm{k}}+\mathrm{X}_{\mathrm{i}} \beta_{\mathrm{k}}\right)$.
Under the piecewise exponential approach, the probability of death between $t$ and $t+\Delta t$ is

$$
\mathrm{r}_{\mathrm{i}}\left(\mathrm{t}, \mathrm{t}+\Delta \mathrm{t} \mid \mathrm{X}_{\mathrm{i}}\right)=\mathrm{S}\left(\mathrm{t} \mid \mathrm{X}_{\mathrm{i}}\right)-\mathrm{S}\left(\mathrm{t}+\Delta \mathrm{t} \mid \mathrm{X}_{\mathrm{i}}\right)=\exp \left[-\sum_{\mathrm{k}=1}^{\mathrm{J}} \mathrm{~d}_{\mathrm{k}}(\mathrm{t}) \mathrm{B}_{\mathrm{ik}}\right]-\exp \left[-\sum_{\mathrm{k}=1}^{\mathrm{J}} \mathrm{~d}_{\mathrm{k}}(\mathrm{t}+\Delta \mathrm{t}) \mathrm{B}_{\mathrm{ik}}\right]
$$

where $d_{k}(t)=0$ if $t \leq a_{k-1}, d_{k}(t)=\left(t-a_{k-1}\right)$ if $a_{k-1}<t \leq a_{k}$, and $d_{k}(t)=\left(a_{k}-a_{k-1}\right)$ if $t>a_{k}$. Attributable risks are obtained using estimated mortality probabilities $\mathrm{r}_{\mathrm{i}}\left(\mathrm{t}, \mathrm{t}+\Delta \mathrm{t} \mid \mathrm{X}_{\mathrm{i}}\right)$ for observed covariates, $\mathrm{X}_{\mathrm{i}}$, and under the counterfactual intervention, where $X_{i}$ is replaced by $X_{i}^{*}$.

## Appendix 2 Missing Data Imputation

Missing data imputation is carried out across the combined sample (males and females) before the survival regression analysis. Missingness rates over $5 \%$ are confined to the healthy eating index (HEI, $11 \%$ ), waist-hip ratio (WHR, 5\%), BMI ( $8 \%$ ), and income-poverty ratio (IPR, $9 \%$ ). Otherwise missingness is low, under $0.25 \%$ ( 1 in 400), for smoking status, alcohol use, and MET level.
Missing data imputation packages in R and STATA, such as the MICE and AMELIA packages, use general purpose methods, using all observed data to predict missing data. Here we use an imputation method taking account of substantive epidemiological linkages. Thus for HEI and IPR (in continuous form), predictors are education level ( $<12$ years, 12 years, some college, completed college), sex and age. For WHR (in continuous form), predictors are BMI, HEI, activity status, and sex. For BMI (in continuous form), predictors are WHR, HEI, activity status, and sex. Bayesian methods are used with a joint likelihood model defined over all variables subject to missingness.
Weighted lognormal regression is used for HEI, WHR and BMI (to ensure imputations are positive). Weights are NHANES III survey weights, scaled to average 1. Normal linear regression is applied to inverse hyperbolic sine transformed values of IPR, rather than a log transformed IPR, as IPR can have zero values (Burbidge et al, 1988). For variables with low missingness, binary or multinomial sampling is used to impute missing values, with weighted forms
of likelihood (Heeringa et al, 2015).
Samples of imputed values are taken at intervals of 100 iterations after MCMC convergence. $\mathrm{K}=5$ imputed datasets are obtained (as in Schafer, 2001). Denote posterior means and variances of the K estimates of a parameter $\theta$ as $\mathrm{Q}_{1}, \ldots, \mathrm{Q}_{\mathrm{K}}$


$$
\mathrm{k}=1 \quad \mathrm{k}=1
$$

the between imputation variance as $\mathrm{B}=\stackrel{\mathrm{K}}{\Sigma}\left(\mathrm{Q}_{\mathrm{k}}-\mathrm{Q}\right)^{2} /(\mathrm{K}-1)$, and the total variance of the pooled estimate $\overline{\mathrm{Q}}$ of $\theta$ as $\mathrm{k}=1$
$\mathrm{T}=\mathrm{B}(1+1 / \mathrm{K})+\overline{\mathrm{V}}$. The statistic $(\mathrm{Q}-\overline{\mathrm{Q}}) \mathrm{T}^{-0.5}$ is approximately (Rubin, 1987) t-distributed with $\mathrm{v}=(\mathrm{K}-1)[1+\mathrm{V} /(\mathrm{B}+\mathrm{B} / \mathrm{K})]$
degrees of freedom, with the ratio $\rho=(B+B / K) / V$ called the relative increase in variance due to nonresponse. This defines another summary statistic regarding missingness, the fraction of missing information $\phi=[\rho+2 /(v+3)] /(\rho+1)$. The relative efficiency of using the finite number K of imputations, rather than using an infinite number, is then approximately $(1+\phi / K)^{-1}$.

## Appendix 3 Model Checks

Model checking involves posterior predictive assessment (Meng, 1994; Berkhof et al, 2000), based on actual and predicted deaths in each of the J intervals, and on sum of squares differences between observation and model based Kaplan Meier (K-M) curves.

For the first check, replicates $z_{i k, n e w}$ are sampled (see equation A1.1), and replicate deaths $m_{k, n e w}=\sum_{i} z_{i k, n e w}$ within intervals $\mathrm{k}=1, \ldots, \mathrm{~J}$ obtained. These are compared with predicted deaths $\mu_{\mathrm{k}}=\sum_{\mathrm{i}} \mu_{\mathrm{ik}}$ using a chi-square statistic, $\mathrm{X}{ }_{\text {new }}^{2}$. The analogous statistic $\mathrm{X}_{\mathrm{obs}}^{2}$ is also obtained by comparing observed death totals $\mathrm{m}_{\mathrm{k}}$ with $\mu_{\mathrm{k}}$. A posterior predictive p -value is estimated by the proportion of MCMC iterations where $X_{\text {new }}^{2}$ exceeds $X_{o b s}^{2}$. Extreme p-values, namely under 0.05 or over 0.95 , indicate model discrepancies. Under the second check, modelled survival probabilities are compared with Kaplan-Meier observation-based estimates $\mathrm{S}(\mathrm{t})=\prod_{t \leq a_{k}}\left(1-\frac{m_{k}}{R_{k}}\right)$, where $\mathrm{R}_{\mathrm{k}}$ are numbers at risk at the start of the $\mathrm{k}^{\mathrm{th}}$ interval. Let $\hat{\mathrm{S}}(\mathrm{t})=\prod_{t \leq a_{k}}\left(1-\frac{\mu_{k}}{R_{k}}\right)$ denote the corresponding model based survival curve, with $\mathrm{m}_{\mathrm{k}}$ replaced by $\mu_{\mathrm{k}}$. Then error sum of squares over the J intervals compare (a) $S(t)$ with $\hat{S}(t)$, and (b) $S_{\text {new }}(t)$ with $\hat{S}(t)$, where $S_{\text {new }}(t)$ is the K-M curve obtained by replacing $m_{k}$ by $m_{k, n e w}$. With the respective sum of squares denoted SSKM and SSKM ${ }_{\text {new }}$, the posterior predictive p -value is estimated by the proportion of MCMC iterations where $\mathrm{SSKM}_{\text {new }}$ exceeds SSKM .


Figure 1.1 Male Survival Curve, Model and 95\% Kaplan-Meier Limits


Figure 1.2 Female Survival Curve, Model and 95\% Kaplan-Meier Limits


Figure 2.1 Adiposity Attributable Risks


Figure 2.2 Inactivity Attributable Risks


Figure 2.3 Smoking Attributable Risks

Table 1. Posterior Predictive Checks

Chi-square against predicted deaths by interval
Males Females

Sum Squared Errors, K-M plot
$67.3 \%$
69.0\%
$69.4 \% \quad 71.1 \%$

|  | Table 2 All Cause Mortality, Males, Risk Factor Effects and Regression Retention |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Posterio | an and Interval | Credible | \% Relative | Inclusion |
| Risk Factors | Variable or Category | Mean | Lower | Upper | Efficiency | Probability |
| Adiposity | High waist-hip ratio | 1.16 | 0.86 | 1.47 | 88 | 0.60 |
|  | V high waist hip ratio | 1.52 | 1.15 | 1.89 | 89 | 1.00 |
|  | High BMI (Class 1) | 1.39 | 1.18 | 1.60 | 92 | 1.00 |
|  | Extreme BMI | 1.79 | 1.42 | 2.16 | 93 | 1.00 |
| Activity | Activity Category 2 | 0.87 | 0.69 | 1.06 | 91 | 0.67 |
|  | Activity Category 3 | 0.91 | 0.73 | 1.08 | 91 | 0.51 |
|  | Activity Category 4 (highest MET) | 0.82 | 0.63 | 1.01 | 92 | 0.81 |
| Smoking | Former smoker, quit 30+ years | 0.92 | 0.62 | 1.22 | 84 | 0.30 |
|  | Former smoker, quit 20-29 years | 0.98 | 0.85 | 1.11 | 93 | 0.18 |
|  | Former smoker, quit 10-19 years | 1.03 | 0.93 | 1.12 | 98 | 0.15 |
|  | Former smoker, quit 5-9 years | 1.64 | 1.25 | 2.04 | 91 | 1.00 |
|  | Former smoker, quit 0-4 years | 1.62 | 1.36 | 1.88 | 96 | 1.00 |
|  | Current smoker, < 1 pack | 2.03 | 1.72 | 2.35 | 95 | 1.00 |
|  | Current smoker, 1+ pack | 2.12 | 1.82 | 2.43 | 93 | 1.00 |
| Confounders | Healthy Eating Indicator | 0.81 | 0.65 | 0.98 | 88 | 0.89 |
|  | Moderate alcohol consumption | 0.78 | 0.70 | 0.85 | 97 | 1.00 |
|  | Heavy alcohol consumption | 0.99 | 0.94 | 1.05 | 100 | 0.06 |
|  | Poverty | 1.52 | 1.34 | 1.69 | 99 | 1.00 |
|  | Black non-Hispanic | 1.62 | 1.43 | 1.82 | 98 | 1.00 |
|  | Hispanic | 1.01 | 0.95 | 1.07 | 99 | 0.07 |
|  | Other | 0.82 | 0.46 | 1.18 | 89 | 0.60 |
|  | Adipose-Current Smoker | 1.04 | 0.89 | 1.20 | 96 | 0.21 |
|  | Adipose- age over 55 | 0.55 | 0.46 | 0.64 | 91 | 1.00 |
|  | Adipose-BNH | 0.97 | 0.85 | 1.10 | 97 | 0.19 |
|  | Adipose-Hispanic | 1.03 | 0.97 | 1.08 | 100 | 0.09 |
|  | Adipose-Other | 1.59 | 0.44 | 2.74 | 90 | 0.74 |
|  | Adipose-Inactive | 0.99 | 0.87 | 1.11 | 98 | 0.16 |


| Table 3 All Cause Mortality, Females, Risk Factor Effects and Regression Retention |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Posterior Mean, 95\% Credible Interval |  |  |  |  |
| Risk Factors |  | Mean | Lower | Upper | \% Relative Efficiency | Inclusion <br> Probability |
| Adiposity | High waist-hip ratio | 1.35 | 1.16 | 1.54 | 97 | 1.00 |
|  | $\checkmark$ high waist hip ratio | 1.40 | 1.19 | 1.62 | 93 | 1.00 |
|  | High BMI (Class 1) | 1.51 | 1.29 | 1.73 | 94 | 1.00 |
|  | Extreme BMI | 1.92 | 1.62 | 2.22 | 96 | 1.00 |
| Activity | Activity Category 2 | 1.00 | 0.93 | 1.08 | 96 | 0.09 |
|  | Activity Category 3 | 0.98 | 0.91 | 1.06 | 97 | 0.11 |
|  | Activity Category 4 (highest MET) | 0.85 | 0.71 | 0.99 | 95 | 0.82 |
| Smoking | Former smoker, quit 30+ years | 0.85 | 0.48 | 1.22 | 88 | 0.50 |
|  | Former smoker, quit 20-29 years | 1.07 | 0.77 | 1.37 | 90 | 0.25 |
|  | Former smoker, quit 10-19 years | 1.19 | 0.82 | 1.57 | 92 | 0.61 |
|  | Former smoker, quit 5-9 years | 1.54 | 1.11 | 1.97 | 92 | 1.00 |
|  | Former smoker, quit 0-4 years | 1.05 | 0.87 | 1.23 | 94 | 0.23 |
|  | Current smoker, <1 pack | 1.80 | 1.43 | 2.17 | 93 | 1.00 |
|  | Current smoker, 1+pack | 2.54 | 2.06 | 3.01 | 89 | 1.00 |
| Confounders | Healthy Eating Indicator | 0.82 | 0.67 | 0.98 | 90 | 0.87 |
|  | Moderate alcohol consumption | 0.85 | 0.72 | 0.98 | 98 | 0.83 |
|  | Heavy alcohol consumption | 1.01 | 0.94 | 1.08 | 99 | 0.08 |
|  | Poverty | 1.39 | 1.23 | 1.56 | 100 | 1.00 |
|  | Black non-Hispanic | 1.36 | 1.17 | 1.54 | 98 | 1.00 |
|  | Hispanic | 1.00 | 0.93 | 1.07 | 98 | 0.08 |
|  | Other | 0.97 | 0.88 | 1.07 | 97 | 0.14 |
|  | Adipose-Current Smoker | 1.10 | 0.86 | 1.35 | 91 | 0.42 |
|  | Adipose-age over 55 | 0.50 | 0.43 | 0.57 | 94 | 1.00 |
|  | Adipose-BNH | 0.95 | 0.81 | 1.09 | 96 | 0.30 |
|  | Adipose-Hispanic | 0.99 | 0.89 | 1.10 | 96 | 0.14 |
|  | Adipose-Other Ethnicity | 1.03 | 0.80 | 1.26 | 92 | 0.25 |
|  | Adipose-Inactive | 1.21 | 0.88 | 1.54 | 89 | 0.70 |


| Table 4 Attributable Fractions by Gender and Population Category |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Males |  |  |  |  |  |
|  |  | Posterior Mean | Lower 5\% | Upper 95\% | Relative Efficiency |
| All Males | Adiposity | 0.07 | 0.05 | 0.09 | 93.6 |
|  | Inactivity | 0.05 | 0.00 | 0.10 | 97.8 |
|  | Smoking | 0.23 | 0.19 | 0.27 | 89.7 |
| Higher Income Males | Adiposity | 0.07 | 0.05 | 0.09 | 94.0 |
|  | Inactivity | 0.05 | 0.00 | 0.10 | 98.1 |
|  | Smoking | 0.22 | 0.18 | 0.26 | 89.6 |
| Lower Income Males | Adiposity | 0.07 | 0.05 | 0.09 | 92.3 |
|  | Inactivity | 0.05 | 0.00 | 0.10 | 96.8 |
|  | Smoking | 0.25 | 0.21 | 0.29 | 90.3 |
| WNH Males | Adiposity | 0.06 | 0.04 | 0.08 | 94.0 |
|  | Inactivity | 0.05 | 0.00 | 0.10 | 98.0 |
|  | Smoking | 0.23 | 0.19 | 0.27 | 89.3 |
| BNH Males | Adiposity | 0.04 | 0.03 | 0.06 | 94.7 |
|  | Inactivity | 0.04 | 0.00 | 0.08 | 97.3 |
|  | Smoking | 0.23 | 0.19 | 0.26 | 93.2 |
| Hispanic Males | Adiposity | 0.10 | 0.07 | 0.13 | 97.0 |
|  | Inactivity | 0.06 | 0.00 | 0.12 | 96.7 |
|  | Smoking | 0.20 | 0.16 | 0.24 | 90.7 |
| Females |  |  |  |  |  |
|  |  | Posterior Mean | Lower 5\% | Upper 95\% | Relative Efficiency |
| All Females | Adiposity | 0.13 | 0.11 | 0.16 | 93.8 |
|  | Inactivity | 0.10 | 0.04 | 0.15 | 97.8 |
|  | Smoking | 0.20 | 0.16 | 0.24 | 87.1 |
| Higher Income Females | Adiposity | 0.12 | 0.10 | 0.14 | 95.8 |
|  | Inactivity | 0.09 | 0.03 | 0.15 | 97.7 |
|  | Smoking | 0.19 | 0.15 | 0.23 | 86.8 |
| Lower Income Females | Adiposity | 0.16 | 0.12 | 0.20 | 90.8 |
|  | Inactivity | 0.10 | 0.04 | 0.16 | 97.8 |
|  | Smoking | 0.23 | 0.19 | 0.27 | 88.0 |
| WNH Females | Adiposity | 0.12 | 0.09 | 0.14 | 94.9 |
|  | Inactivity | 0.09 | 0.03 | 0.15 | 97.7 |
|  | Smoking | 0.22 | 0.18 | 0.26 | 86.8 |
| BNH Females | Adiposity | 0.17 | 0.11 | 0.22 | 93.1 |
|  | Inactivity | 0.10 | 0.04 | 0.16 | 97.7 |
|  | Smoking | 0.18 | 0.15 | 0.22 | 89.3 |
| Hispanic Females | Adiposity | 0.22 | 0.17 | 0.26 | 93.9 |
|  | Inactivity | 0.12 | 0.06 | 0.19 | 97.8 |
|  | Smoking | 0.11 | 0.08 | 0.14 | 89.6 |
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