The Shortest Confidence Interval for the Mean of a Normal Distribution
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Abstract
An interesting topic in mathematical statistics is that of the construction of the confidence intervals. Two kinds of intervals which are both based on the method of pivotal quantity are the shortest confidence interval and the equal tail confidence intervals. The aim of this paper is to clarify and comment on the finding of such intervals and to investigate the relation between the two kinds of intervals. In particular, we will give a construction technique of the shortest confidence intervals for the mean of the standard normal distribution. Examples illustrating the use of this technique are given.
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1. Introduction
Let $X$ be a real value random variable from the density $f(x; \rho)$ and consider the parameter $\rho$ as a fixed unknown quantity. If we seek and interval for $\rho$, then it is well known that the standard method for obtaining confidence intervals for $\rho$ is the pivotal quantity method. (cf. Huzurbazar (1955), Guenther (1969, 1987), Dahiya and Guttman (1982), Ferentinos (1987, 1988, 1990), Juola (1993), Ferentinos and Kourouklis (1990), Kirmani (1990), Cesalla and Berger (2002), Rohatgi and Saleh (2001)...e.t.c).

Let $Z(X_1,X_2,...,X_n;\rho)$ be a pivotal quantity where $X_1,X_2,...,X_n$ is a random from the distribution of $f(x; \rho)$. The probability statement

$$P_p(z_1 \leq Z \leq z_2) = 1 - \alpha$$ (1.1)

is converted (when possible) to

$$P_p(z_1^* \leq \rho \leq z_2^*) = 1 - \alpha$$ (1.2)

If constants $z_1, z_2$ in (1.1) can be found so that $(z_2^* - z_1^*)$ is minimum, then the interval $[z_1^*, z_2^*]$ is said to be the shortest confidence interval based on $Z$. On the other hand if constants $z_1, z_2$ in (1.1) can be determined so that

$$P_p(Z < z_1) = \frac{\alpha}{2} \quad \text{and} \quad P_p(Z > z_2) = \frac{\alpha}{2}$$ (1.3)

then the interval $[z_1^*, z_2^*]$ is said to be an equal tails confidence interval.

The aim of this work is to clarify and comment on problems that emerge at the process of finding, to investigate the relation of equality of length of these. In particular, we will give a construction technique of the shortest confidence intervals for the mean of the standard normal distribution.

2. Method for Evaluating Interval Estimators
Generally, we want to have confidence intervals with high confidence coefficients as well as small size/length.

Problem is: for a given confidence coefficient $(1 - \alpha)$ find the confidence interval with the shortest length.

Let $X$ be a random variable such that $X \sim N(\mu = E(X), \sigma^2)$ (the normal distribution) and $X_1,X_2,...,X_n$ a random $n-$sample of $X$ with $\sigma^2$ known. We then know that a good point estimator of $\mu$ is $\bar{X}$.

As derived above, $\bar{X} = \frac{X_1+X_2+...+X_n}{n} \sim N(\mu, \frac{\sigma}{\sqrt{n}})$ and $Z(\bar{X}, \mu) = \frac{\bar{X} - \mu}{\frac{\sigma}{\sqrt{n}}} \sim N(0,1)$ is pivotal, therefore any $[a; b]$ satisfying
\[ P_a^b (a \leq X \leq b) = \Phi(b) - \Phi(a) = 1 - \alpha \]  

Yields a corresponding \((1 - \alpha)\) confidence interval for the mean \(\mu\):

\[
\{ \mu; \bar{X} - b \frac{\sigma}{\sqrt{n}} \leq \mu \leq \bar{X} - a \frac{\sigma}{\sqrt{n}} \}.
\]

Now we want to choose \([a; b]\) so that \(b - a\) is the shortest length possible for a given confidence coefficient \((1 - \alpha)\).

It turns out that the symmetric solution \(a = -b\) is optimal here. The symmetric solution is

\[ 1 - \alpha = \Phi(b) - \Phi(a) = \Phi(b) - \Phi(-b) = 2\Phi(b) - 1 \Rightarrow b = \Phi^{-1} \left( \frac{1 + \alpha}{2} \right). \]

This result generalizes to any sampling distribution that is unimodal.

**Theorem 1:** Let \(f\) be a unimodal probability density function. If interval \([a; b]\) satisfies:

(i) \(\int_a^b f(x) dx = 1 - \alpha\)

(ii) \(f(a) = f(b) > 0\)

(iii) \(a \leq x^* \leq b\) where \(x^*\) is the mode of \(f\).

then \([a; b]\) is the shortest of all intervals that satisfy (i).

**Theorem 2:** Let \(\theta\) and \(T(X)\) be real-valued.

Let \(U(X)\) be a positive statistic. Suppose that \(\frac{T(X) - \theta}{U(X)}\) is a pivotal having a probability density function \(f\) that is unimodal at \(x_0 \in \mathbb{R}\). Consider the following class of confidence intervals for \(\theta:\)

\[
C = \left\{ [T - bU, T - aU]; b \in \mathbb{R}, a \in \mathbb{R}, \int_a^b f(x) dx = 1 - \alpha \right\}
\]

If \([T - bU, T - aU] \in C; f(b_0) = f(a_0) > 0, and a_0 \leq x_0 \leq b_0\) then the interval \([T - bU, T - aU]\) has the shortest length within \(C\).

**Proof:** see references.

### 3. Results

Suppose throughout this part: Let \(X\) be a random variable such that \(X \sim N(\mu = E(X), \sigma^2)\) (the normal distribution) and \(X_1, X_2, \ldots, X_n\) a random \(n - \text{sample of} X\) with \(\sigma^2\) known. We then know that a good point estimator of \(\mu\) is \(\bar{X}\).

**Problem is:** choose \([a; b]\) so that \(L(a, b) = b - a\) is the shortest length possible for a given confidence coefficient \((1 - \alpha)\).

### 3.1 Calculation of \(a\) and \(b\)

The following result provides a general method of finding confidence intervals and covers most cases in practice.

**Theorem 3:** Let \(f\) be a unimodal probability density function of the standard normal distribution. If the reals \(a\) and \(b\) satisfies:

\[
\begin{cases} 
\text{Min} (b - a) \\
\text{subject to: } \int_a^b f(x) dx = 1 - \alpha 
\end{cases}
\]

Then \([\bar{X} - b \frac{\sigma}{\sqrt{n}}; \bar{X} - a \frac{\sigma}{\sqrt{n}}]\) is the shortest confidence interval for the mean \(\mu\).

**Proof:**

See Theorem 1: \([a, b]\) is the shortest of all intervals that satisfy (i) so that \(L(a, b) = b - a\) is the shortest length possible for a given confidence coefficient \((1 - \alpha)\). Therefore the confidence interval for the mean is \([\bar{X} - b \frac{\sigma}{\sqrt{n}}; \bar{X} - a \frac{\sigma}{\sqrt{n}}]\)
The length of this confidence interval at level $1 - \alpha$ is $K = (b - a) \frac{\sigma}{\sqrt{n}}$.

To find the shortest confidence interval for the mean at level $1 - \alpha$ is to minimize the length $L(a, b) = b - a$ subject to: $\int_a^b f(z)dz = 1 - \alpha$.

**Theorem 4**: Let $f$ be a unimodal probability density function of the standard normal distribution. If $\left[ \bar{X} - b \frac{\sigma}{\sqrt{n}} : \bar{X} - a \frac{\sigma}{\sqrt{n}} \right]$ is the shortest confidence interval for the mean $\mu$, then $b = \sqrt{-2\ln(\lambda\sqrt{2\pi})}$ and $a = -\sqrt{-2\ln(\lambda\sqrt{2\pi})}$ with $\lambda \in \left[0, \frac{1}{\sqrt{2\pi}}\right]$.

**Proof**: From (i) and (ii), we have:

$$f(a) = f(b) \iff a = b \text{ or } a = -b \text{ with } a \neq b \text{ (to reject } a = b). \text{ Therefore } a = -b.$$  

Finding $a$ and $b$ amounts to solving the equation $f(x) = \lambda$ that is to say $\int_a^b f(x)dx - \lambda = 1 - \alpha$.

After studying the function $f(z)$, we find the table of variation of $f(z)$:

<table>
<thead>
<tr>
<th>$z$</th>
<th>$-\infty$</th>
<th>$\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f'$</td>
<td>+</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$f$</th>
<th>$\frac{1}{\sqrt{2\pi}}$</th>
</tr>
</thead>
</table>

After studying the function $f(z)$, we find the table of variation of $f(z)$:
Solve $f(z) = \lambda$ for $\lambda \in [0, \sqrt{2\pi}]$:

$$\int_{a}^{b} (f(z) - \lambda)dz = 1 - \alpha$$

Therefore Then $b = \sqrt{-2\ln(\lambda\sqrt{2\pi})}$ and $a = -\sqrt{-2\ln(\lambda\sqrt{2\pi})}$ with $\lambda \in [0, \sqrt{2\pi}]$.

**Corollary:** Let $f$ be a unimodal probability density function of the standard normal distribution. If $[\bar{X} - b \frac{a}{\sqrt{n}}; \bar{X} - a \frac{a}{\sqrt{n}}]$ is the shortest confidence interval for the mean $\mu$, then

(i) $b = \sqrt{-2\ln(\lambda\sqrt{2\pi})}$ and $a = -\sqrt{-2\ln(\lambda\sqrt{2\pi})}$ with $\lambda \in [0, \sqrt{2\pi}]$ and

(ii) $\lambda = \alpha x_1 x_2 \ldots x_k$ for $0.01 \leq \alpha \leq 0.1$ and $x_i \in \{0, 1, 2, \ldots, 9\}$, $1 \leq i \leq k$. 
### 3.2. Examples

| $\alpha$ | $\lambda \in \left[ 0, \frac{1}{\sqrt{2\pi}} \right]$ | Equal -Tail Length $L_1$ | Shortest Confidence interval Length $L_2$ | $|L_1 - L_2|$ | Relative error |
|---------|---------------------------------|----------------------|---------------------------------|-----------------|----------------|
| 0.01    | $\lambda = 0.01446$ | $a = -2.5760$ $b = 2.5760$ | 5.1520 | $a = -2.575822$ $b = 2.575822$ | 5.151644 | 0.000356 | 0.00006909938 |
| 0.02    | $\lambda = 0.026652$ | $a = -2.326$ $b = 2.326$ | 4.652 | $a = -2.32635$ $b = 2.32635$ | 4.6527 | 0.0007 | 0.0001504729 |
| 0.03    | $\lambda = 0.03787$ | $a = -2.170$ $b = 2.170$ | 4.340 | $a = -2.170096$ $b = 2.170096$ | 4.340192 | 0.000192 | 0.000044239 |
| 0.04    | $\lambda = 0.048418$ | $a = -2.054$ $b = 2.054$ | 4.108 | $a = -2.05375$ $b = 2.05375$ | 4.1075 | 0.0005 | 0.000121713 |
| 0.05    | $\lambda = 0.058445$ | $a = -1.9600$ $b = 1.9600$ | 3.9200 | $a = -1.959965$ $b = 1.959965$ | 3.91993 | 0.00007 | 0.00001785714 |
| 0.06    | $\lambda = 0.068042$ | $a = -1.881$ $b = 1.881$ | 3.762 | $a = -1.880793$ $b = 1.880793$ | 3.761586 | 0.000414 | 0.00011004 |
| 0.07    | $\lambda = 0.07727$ | $a = -1.812$ $b = 1.812$ | 3.624 | $a = -1.811911$ $b = 1.811911$ | 3.623822 | 0.000178 | 0.000049116 |
| 0.08    | $\lambda = 0.086174$ | $a = -1.751$ $b = 1.751$ | 3.502 | $a = -1.750685$ $b = 1.750685$ | 3.50137 | 0.00063 | 0.000179897 |
| 0.09    | $\lambda = 0.094787$ | $a = -1.695$ $b = 1.695$ | 3.390 | $a = -1.695396$ $b = 1.695396$ | 3.390792 | 0.000792 | 0.00023362 |
| 0.1     | $\lambda = 0.103136$ | $a = -1.6450$ $b = 1.6450$ | 3.2900 | $a = -1.6448$ $b = 1.6448$ | 3.2896 | 0.0004 | 0.0001215805 |
4. Conclusions
The technique given in this paper for constructing shortest-length confidence intervals is easy to apply. This technique can also be used solving the similar problems. The existence of confidence intervals with the shortest length do not always exist, even when the distribution of the pivotal quantity is symmetric.
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