On Heavy-tailed Crack Distribution for Loss Severity Modeling
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Abstract

Heavy-tailedness and right-skewness are two typical features of loss data resulting from catastrophic events such as storms or earthquakes. In this paper we study the tail properties of the generalized crack distribution which has recently been introduced as an extension of the Birnbaum-Saunders distribution and the three-parameter Gaussian crack distribution. The theoretical tail relationships between the auxiliary (or baseline) distribution and the resulting generalized crack distribution are studied relying on the classical theories of extreme values and regular variation. A few concrete examples of heavy-tailed crack distribution are constructed and used for model fitting exercises on both simulated and real catastrophic loss data sets. The fitting results show that the heavy-tailed crack distribution with an appropriate choice of baseline density function outperforms some other commonly used parametric models.
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1. Introduction

The Birnbaum-Saunders (BS) distribution (Birnbaum & Saunders, 1969a & 1969b) is a two-parameter lifetime distribution constructed to model the reliability of materials or products. Due to its mathematical tractability and ability to fit positively skewed data, the BS distribution has also been used for many applications beyond the reliability analysis (Leiva, 2015). The BS distribution has recently been extended to a more general class of distributions, the so-called generalized Birnbaum-Saunders (GBS) distribution class (Diaz-Garcia & Leiva, 2005). The GBS distribution class is built using the density functions of elliptically symmetric distributions in place of the standard normal density on which the original BS distribution relies. Thanks to its increased flexibility, the GBS distribution class has admitted a wider variety of applications including reliability theory, lifetime analysis, environmental studies and medical science; see Diaz-Garcia & Leiva (2005), Sanhueza et al. (2008a,b) & Leiva et al. (2008a,b) for references. More recently, Ferreira et al. (2012) discuss the tail behavior of GBS distribution in the context of the extreme value theory (e.g., Bingham et al., 1987 & Embrechts et al., 1997). The authors show that the tail thickness of GBS distribution is essentially determined by that of the auxiliary (or baseline) distribution and thus, the GBS distribution with a heavy-tailed baseline density can be effectively used for modeling extreme data such as catastrophic losses. The interested reader is also referred to Gomes et al. (2012) & Ferreira (2013) for some applications of extreme value BS models.

Yet another interesting extension of Birnbaum-Saunders distribution is the three-parameter (Gaussian) crack distribution (Volodin & Dzhungurova, 2000) which is a two-point mixture of inverse Gaussian distribution and length-biased inverse Gaussian distribution. In particular, the crack distribution with the weight parameter \( p = 1/2 \) reduces to the classical two-parameter BS distribution. By construction, the three-parameter crack distribution obtains a greater flexibility in fitting various asymmetric data than the BS distribution does. However, the thin-tailedness of the baseline (normal) distribution passes on to the three-parameter crack distribution, which imposes restrictions on the crack distribution for modeling heavy-tailed data. The unified approach by Leiva et al. (2010) and the generalized crack (GCR) distribution studied independently by Bae & Volodin (2014) result in a rich class of distribution which allows for both heavy-tailedness and flexibility in fitting various distributional shapes.

This paper has three main objectives. First of all, we discuss the tail properties of GCR distribution in the context of extreme value theory. The second goal is to introduce some concrete heavy-tailed (Student’s \( t \), Laplace- and Generalized Gaussian-) crack distributions for practical applications. Last but not least, by fitting real loss data sets from natural disasters, we demonstrate the applicability of these heavy-tailed crack distributions for loss severity modeling.

The rest of the paper is organized as follows. Section 2 gives a brief review of the Birnbaum-Saunders, the three-parameter crack and the generalized crack distributions. In Section 3, the tail properties of generalized crack distribution are discussed with a few concrete examples of heavy-tailed crack distributions. The model fitting results based on both simulated and real catastrophic data sets are presented in Section 4. Finally some concluding remarks are made in Section 5. Proofs
are relegated to the appendix.

2. Preliminaries

In this section, we give a brief overview of the Birnbaum-Saunders distribution, the three-parameter crack distribution and the generalized crack distribution.

2.1 The Birnbaum-Saunders Distribution

Birnbaum & Saunders (1969a, 1969b) discuss the failure time distribution of a material based on a fatigue process where the cumulative fatigue (or stress) in excess of a critical threshold causes the material to fail due to crack. Note that there is an intimate relationship between the BS distribution and the Inverse Gaussian distribution; the Birnbaum-Saunders distribution is the mixture of an inverse Gaussian distribution and length-biased inverse Gaussian distribution with equal weights (Desmond, 1986). Formally, the cumulative distribution function (cdf) and the probability density function (pdf), respectively, of the (two-parameter) BS distribution are as follows:

\[
\begin{align*}
    f_{BS}(t) &= 1 - \Phi \left( \frac{1}{\alpha} \left( \sqrt{\frac{\beta}{t}} - \sqrt{\frac{t}{\beta}} \right) \right), \\
    f_{BS}(t) &= \frac{1}{2} f_{IG}(t) + \frac{1}{2} f_{LB-IG}(t), \quad t > 0,
\end{align*}
\]

where

\[
\begin{align*}
    f_{IG}(t) &= \frac{\sqrt{\beta}}{\alpha} t^{-3/2} \phi \left( \frac{1}{\alpha} \left( \sqrt{\frac{\beta}{t}} - \sqrt{\frac{t}{\beta}} \right) \right), \\
    f_{LB-IG}(t) &= \frac{1}{\alpha \sqrt{\beta}} t^{-1/2} \phi \left( \frac{1}{\alpha} \left( \sqrt{\frac{\beta}{t}} - \sqrt{\frac{t}{\beta}} \right) \right),
\end{align*}
\]

and \( \alpha > 0 \) and \( \beta > 0 \) are the shape and scale parameters, respectively. Here \( \Phi(\cdot) \) and \( \phi(\cdot) \) denote the cdf and pdf of the standard normal distribution, respectively, and \( f_{IG}(t) \) and \( f_{LB-IG}(t) \) denote the pdfs of inverse Gaussian (IG) distribution and the length-biased inverse Gaussian (LB-IG) distribution, i.e., \( f_{LB-IG}(t) = tf_{IG}(t)/\beta \), respectively. See Patil (2002) for more details on length-biased distribution.

![Figure 1. Density functions of BS distributions.](image)

Figure 1 plots density curves of the Birnbaum-Saunders distribution with a few prescribed values of \( \alpha \) and \( \beta \). One can see from the figure that the (positive) skewness of the distribution becomes evident as the shape parameter gets large.

2.2 The Three-parameter Crack Distribution

Due to their flexibility to provide adjustments for local variations in data, finite mixture models have been widely used in various fields such as economics, engineering and biological science. As an extension of Birnbaum-Saunders distribution, Volodin and Dzhungurova (2000) introduce the three-parameter (Gaussian) crack (lifetime) distribution which is defined as the two-point mixture of the IG distribution and LB-IG distribution with the mixing weight parameter \( p \in [0, 1] \). Clearly the right tail of LB-IG distribution is thicker than that of IG distribution and the mixture weight parameter \( p \)
determines the level of the tail thickness of crack distribution. Formally, the pdf of the crack (CR) distribution is given as

\[
f_{\text{CR}}(t) = pf_{\text{IS}}(t) + (1 - p)f_{\text{LB-IS}}(t) = \left( p \frac{\sqrt{\beta}}{\alpha} t^{-3/2} + (1 - p) \frac{1}{\alpha} e^{-1/2} \right) \phi \left( \frac{1}{\alpha} \left( \sqrt{\frac{\beta}{t}} - \sqrt{\frac{T}{\beta}} \right) \right), \quad t > 0,
\]

where \( \alpha > 0 \) and \( \beta > 0 \) are the shape and scale parameters, respectively, and \( 0 \leq p \leq 1 \) is the mixture weight parameter.

Figure 2. Density functions of crack distributions with \( \alpha = 0.50, \beta = 5 \).

Even though the right tail of the crack distribution becomes thicker as \( p \) gets smaller, the tail resembles that of an exponential distribution. This can be seen from the fact that the limit of the hazard function converges to a constant larger than zero:

\[
\lim_{t \to \infty} \frac{f_{\text{CR}}(t)}{1 - F_{\text{CR}}(t)} = \lim_{t \to \infty} \frac{f'_{\text{CR}}(t)}{-f_{\text{CR}}(t)} = \frac{1}{2\beta \alpha^2} > 0.
\]

Further details on the tail properties of crack distribution are given in Example 3.

2.3 The Generalized Crack Distribution

Leiva et al. (2010) discuss a unified mixture modeling approach based on inverse Gaussian distribution. Independently, Bae and Volodin (2014) study a generalization of the Gaussian crack distribution by replacing the standard normal density with an arbitrary symmetric density function. Here we present the definition of the generalized crack distribution, its theoretical moments and a random number generation method for the sake of readers’ convenience.

2.3.1 Definition

Specifically, a random variable \( T \) follows a GCR distribution, denoted by \( T \sim \text{GCR} (\alpha, \beta, p; g) \), if and only if its pdf is as follows:

\[
f_{\text{GCR}}(t; \alpha, \beta, p) = pf_{\text{IS}}(t; \alpha, \beta) + (1 - p)f_{\text{LB-IS}}(t; \alpha, \beta), \quad t > 0,
\]

where

\[
f_{\text{IS}}(t; \alpha, \beta) = \frac{\sqrt{\beta}}{\alpha} t^{-3/2} g \left( \frac{1}{\alpha} \left( \sqrt{\frac{\beta}{t}} - \sqrt{\frac{T}{\beta}} \right) \right),
\]

\[
f_{\text{LB-IS}}(t; \alpha, \beta) = \frac{1}{\alpha} e^{-1/2} g \left( \frac{1}{\alpha} \left( \sqrt{\frac{\beta}{t}} - \sqrt{\frac{T}{\beta}} \right) \right),
\]

where \( \alpha > 0, \beta > 0, 0 \leq p \leq 1 \). The density function \( g(\cdot) \) is symmetric around zero and referred as auxiliary (or baseline) density function. Here \( f_{\text{IS}}(\cdot) \) is called the pdf of the inverse symmetric (IS) distribution with baseline density function \( g(\cdot) \). Similarly, \( f_{\text{LB-IS}}(\cdot) \) is referred to as the pdf of the length-biased inverse symmetric (LB-IS) distribution with baseline density function \( g(\cdot) \).
In the following, we show that both $f_{IS}^g$ and $f_{LB-IS}^g$ are valid density functions. Obviously, $f_{IS}^g(t) \geq 0$, $f_{LB-IS}^g(t) \geq 0$ for any $t > 0$. Next, we have

$$
\begin{align*}
\int_0^\infty f_{IS}^g(t) \, dt &= \int_0^\infty \frac{\sqrt{b}}{\alpha} \, \frac{1}{t^{\frac{1}{2} + \frac{1}{2}}} g(s) \, ds \\
&= \int_0^\infty \left( 1 + \frac{s}{\sqrt{s^2 + 4/\alpha^2}} \right) g(s) \, ds \\
&= \int_0^\infty g(s) \, ds + \int_0^\infty \frac{s}{\sqrt{s^2 + 4/\alpha^2}} g(s) \, ds \\
&= 1 + 0 = 1,
\end{align*}
$$

where $s = \alpha^{-1}\left(\sqrt{b}/t - \sqrt{t/b}\right)$. Thus, $f_{IS}^g(t)$ is a valid pdf. Since

$$
\frac{1}{2} \int_0^\infty [f_{IS}^g(t) + f_{LB-IS}^g(t)] \, dt = \lim_{t \to \infty} \left[ 1 - G\left( \frac{1}{\alpha} \left( \sqrt{\frac{b}{t}} - \sqrt{\frac{t}{b}} \right) \right) \right] = 1,
$$

where $G(x) = \int_0^x g(s) \, ds$. Thus, $\int_0^\infty f_{LB-IS}^g(t) \, dt = 1$ as desired.

One can easily show that the cdf of $T \sim GCR(\alpha, \beta, p; g)$ can be expressed as follows:

$$
F_{GCR}^g(t; \alpha, \beta, p) = \bar{G}(b(t)) + (2p - 1) \int_{b(t)}^\infty g\left( \frac{x^2 - 4}{\alpha^2} \right) \, dx,
$$

where $b(t) = \alpha^{-1}\left(\sqrt{\beta}/t - \sqrt{t/\beta}\right)$, $\bar{G}(\cdot) = 1 - G(\cdot)$, and $G(\cdot)$ is the cdf of the baseline density function $g(\cdot)$. From (1), one can see that the GCR family belongs to a scale distribution family; i.e., if $T \sim GCR(\alpha, \beta, p; g)$ then $cT \sim GCR(\alpha, c\beta, p; g)$ for a positive constant $c$.

As a special case with $p = 1/2$, the cdf of the generalized Birnbaum-Saunders distribution (Díaz-García and Leiva-Sánchez, 2005) with baseline density function $g(\cdot)$ is given as

$$
F_{GCR}^g(t; \alpha, \beta, \frac{1}{2}) = \bar{G}\left( \frac{1}{\alpha} \left( \sqrt{\frac{\beta}{t}} - \sqrt{\frac{t}{\beta}} \right) \right).
$$

2.3.2 Moments

Bae and Volodin (2014) derive the expressions for the moments of GCR distributions. Here we present the results without proofs. Specifically, let a random variable $S$ have the IS distribution with baseline density function $g$, denoted by $S \sim IS(\alpha, \beta; g)$. Then, the $n$th moment of $S$ is

$$
E[S^n] = \frac{\alpha^2}{4} \sum_{k=0}^{n} \frac{n-k}{2k} \left( \begin{array}{c} n-k \\\ h \end{array} \right) s^{k-h} \mu_{2(k+h)}^n,
$$

where $\mu_{2(k+h)}^n := \int_0^\infty x^n g(x) \, dx$. Using the relationship between the IS distribution and the LB-IS distribution, $f_{LB-IS}(t) = tf_{IS}(t)/\beta$, the $n$th moment of LB-IS distribution with the baseline density function $g(\cdot)$ can be easily calculated out based on the $n$th moment of IS distribution with the same baseline density function $g(\cdot)$. Suppose a random variable $U$ follows the LB-IS distribution, denoted by $U \sim LB-IS(\alpha, \beta; g)$. Then, the $n$th moment of $U$ is

$$
E[U^n] = \frac{\alpha^2}{4} \sum_{k=0}^{n} \frac{n-k}{2k} \left( \begin{array}{c} n-k \\\ h \end{array} \right) s^{k-h} \mu_{2(k+h)}^n.
$$

Since the GCR$(\alpha, \beta, p; g)$ distribution is a combination of IS$(\alpha, \beta; g)$ distribution and LB-IS$(\alpha, \beta; g)$ distribution, the $n$th moment of GCR distribution for a random variable $T \sim GCR(\alpha, \beta, p; g)$ is then

$$
E[T^n] = \left\{ \begin{array}{ll} \frac{\alpha^2}{4} \sum_{k=0}^{n-1} \sum_{h=0}^{n-k-1} \left( \begin{array}{c} 4 \\\ 2k \end{array} \right) \left( \begin{array}{c} 2n-1 \\\ h \end{array} \right) \left( \begin{array}{c} n-k-1 \\\ h \end{array} \right) s^{k-h} \mu_{2(k+h)}^n + (1-p) \frac{2n+1}{2k} \left( \begin{array}{c} n-k \\\ h \end{array} \right) \mu_{2(k+h)}^n + (1-p) \frac{4n}{2k} \mu_{2n}^n \right\}.
\right.
\]
In particular the first four moments of GCR distribution are:

\[
\begin{align*}
E[T] &= \beta \left[ 1 + (1 - p) \alpha^2 \right]; \\
E[T^2] &= \beta^2 \left[ 1 + (3 - 2p) \alpha^2 + (1 - p) \alpha^4 \mu'_4 \right]; \\
E[T^3] &= \beta^3 \left[ 1 + 3(2 - p) \alpha^2 + (5 - 4p) \alpha^4 \mu'_4 + (1 - p) \alpha^6 \mu'_6 \right]; \\
E[T^4] &= \beta^4 \left[ 1 + 2(5 - 2p) \alpha^2 + 5(3 - 2p) \alpha^4 \mu'_4 + (7 - 6p) \alpha^6 \mu'_6 + (1 - p) \alpha^8 \mu'_8 \right].
\end{align*}
\]

Provided that \( E[T^n] \) exists for \( n = 1, 2, 3, 4 \) and letting \( q = 1 - p \), the variance \( (\sigma^2) \), skewness \( (\gamma) \) and kurtosis \( (\kappa) \) are, respectively, given by

\[
\begin{align*}
\sigma^2 &= \alpha^2 \beta^2 \left[ 1 - \alpha^2 q^2 + \alpha^2 q \mu'_4 \right]; \\
\gamma &= \alpha \left[ q \left( 2 \alpha^2 q^2 - 3 \right) + \left( 1 + q - 3 \alpha^2 q^2 \mu'_4 + \alpha^2 q \mu'_8 \right) \right] \sqrt{1 - \alpha^2 q^2 + \alpha^2 q \mu'_4}; \\
\kappa &= \frac{3 \alpha^2 q^2 \left( 2 - \alpha^2 q^2 \right) + \left[ 1 - 4 \alpha^2 q \left( 1 + q \right) + 6 \alpha^4 q^2 \right] \mu'_4}{\left[ 1 - \alpha^2 q^2 + \alpha^2 q \mu'_4 \right]^2} + \frac{\left( \alpha^2 + 2 \alpha^2 q - 4 \alpha^4 q^2 \right) \mu'_4 + \alpha^4 q \mu'_8}{\left[ 1 - \alpha^2 q^2 + \alpha^2 q \mu'_4 \right]^2}.
\end{align*}
\]

Figures 3 and 4 plot the skewness and kurtosis of Gaussian GCR distribution, respectively, as functions of \( \alpha \) and \( q \).

2.3.3 Generation of GCR Random Numbers

A reliable acceptance-rejection method for GCR random number generation is discussed in Bae and Volodin (2014). The method is used for our simulation studies in Section 4.1 and, for readers’ convenience, we give the algorithm to generate a random variable \( T \sim \text{GCR}(\alpha, \beta, p; g) \) in the following:

Step 1. Generate a random variable \( X \) from the baseline distribution \( G \).

Step 2. Suppose \( Y = \frac{\beta}{4} \left( -\alpha X + \sqrt{\alpha^2 X^2 + 4} \right)^2 \). Then \( Y \sim \text{GCR}(\alpha, \beta, 1/2; g) \).

Step 3. Generate a Uniform\([0, 1]\) random variable \( V \) independent from \( X \).

Step 4. If

\[
V \leq \frac{\int_{\text{GCR}} (Y; \alpha, \beta, p)}{\int_{\text{GCR}} (Y; \alpha, \beta, 1/2)}
\]

then accept \( Y \) and let \( T = Y \). Otherwise, reject \( Y \) and go back to step 1.
To make it more clear, the followings are noteworthy:

(i) Recalling (2), the cdf of the generalized BS distribution is

\[ F_{\text{GCR}}^g(t; \alpha, \beta, 1/2) = 1 - G\left( \frac{1}{\alpha} \left( \sqrt{\frac{\beta}{t}} - \sqrt{\frac{1}{\beta}} \right) \right). \]

Then the inverse function of \( F_{\text{GCR}}^g(t; \alpha, \beta, 1/2) \) is

\[ F_{\text{GCR}}^{-1}(x; \alpha, \beta, 1/2) = \beta \frac{4}{\alpha} \left( -\alpha G^{-1}(1-x) + \sqrt{\alpha^2 (G^{-1}(1-x))^2 + 4} \right)^2. \]

Thus, the generalized BS random variable \( Y \sim \text{GCR}(\alpha, \beta, 1/2; g) \) can be expressed as

\[ Y = \beta \frac{4}{\alpha} \left( -\alpha X + \sqrt{\alpha^2 X^2 + 4} \right)^2, \]

in distribution, where \( X = G^{-1}(1-U) \) is a random variable following the baseline distribution \( G \) and \( U \sim \text{Uniform}[0, 1] \).

(ii) The ratio \( f_{\text{GCR}}^g(Y; \alpha, \beta, p) / f_{\text{GCR}}^g(Y; \alpha, \beta, 1/2) \) is less than or equal to a positive constant depending on the value of \( p \):

\[ \frac{f_{\text{GCR}}^g(Y; \alpha, \beta, p)}{f_{\text{GCR}}^g(Y; \alpha, \beta, 1/2)} \leq c \coloneqq \max \{2p, 2(1-p)\}. \]

Therefore the probability of acceptance is

\[ \Pr \left[ V \leq \frac{f_{\text{GCR}}^g(Y; \alpha, \beta, p)}{c f_{\text{GCR}}^g(Y; \alpha, \beta, 1/2)} \right] = \int_0^\infty \frac{f_{\text{GCR}}^g(y; \alpha, \beta, p)}{c f_{\text{GCR}}^g(y; \alpha, \beta, 1/2)} f_{\text{GCR}}^g(y; \alpha, \beta, 1/2) \, dy \]

\[ = \frac{1}{c} \geq \frac{1}{2}. \]

3. Tail Properties

In this section, we first discuss the tail properties of GCR distribution in the context of extreme value theory. The results can be viewed as an extension of Ferreira et al. (2012) in which the tail properties of generalized Birnbaum-Saunders distribution have been investigated. Then we introduce some concrete examples of heavy-tailed crack distribution families for the purpose of fitting some simulated and real catastrophic loss data sets. All mathematical proofs are given in the appendix.

3.1 Tail Behavior of GCR Distribution

The following Theorems 1–3 highlight the relationships between the tail of baseline distribution and that of the resulting GCR distribution in the context of classical extreme value theory and regular variation (e.g., Bingham et al., 1987 and Embrechts et al., 1997).
Theorem 1. For a positive constant $\xi$, assume that the right tail of the baseline distribution function $G(x)$ is regularly varying with index $-\xi$ at $x = \infty$, then the right tail of GCR distribution with the baseline density function $g(x)$ is regularly varying with index $-\frac{1}{2}\xi$ at $x = \infty$. Specifically, if

$$\lim_{x \to \infty} \frac{G(cx)}{G(x)} = c^{-\xi}, \quad \xi > 0, \quad c > 0,$$

then

$$\lim_{x \to \infty} \frac{F_{\text{GCR}}(cx)}{F_{\text{GCR}}(x)} = c^{-\frac{1}{2}\xi}, \quad \xi > 0, \quad c > 0,$$

where $c$ is a positive constant.

From extreme value theory, the tail behavior of a distribution is often characterized in terms of the limiting distribution of (standardized) block maxima. It turns out that there are only three asymptotic limits; Fréchet, Weibull and Gumbel extreme value distributions. In particular, a distribution $F$ belongs to the maximum domain (MDA) of the Fréchet distribution with tail index $\xi$, denoted by $F \in \text{MDA}(\Phi_\xi)$, if and only if the right tail of the distribution is regularly varying with the index $-\xi$ at $\infty$, denoted by $F \in \mathcal{R}_\xi$. That is, $F \in \text{MDA}(\Phi_\xi) \iff F \in \mathcal{R}_\xi$. Therefore, by Theorem 1, if $G \in \text{MDA}(\Phi_\xi)$, then $F_{\text{GCR}}^G \in \text{MDA}(\Phi_{\xi/2})$. In other words, if the baseline distribution $G$ belongs to the MDA of the Fréchet distribution with tail index $\xi$, then $F_{\text{GCR}}^G$ belongs to the MDA of the Fréchet distribution with tail index $\xi/2$.

As a special case of regular variation (when tail index $\xi = \infty$), the rapid variation is another way to characterize the tail of a distribution. The following theorem reveals that rapid variation of the right tail of baseline distribution can pass on to the right tail of the corresponding GCR distribution.

Theorem 2. If the right tail of the baseline distribution function $G(x)$ is rapidly varying with index $-\infty$ at $x = \infty$, then the right tail of GCR distribution with the baseline density function $g(x)$ is also rapidly varying with index $-\infty$ at $x = \infty$. Formally, for some positive real number $c$, if

$$\lim_{x \to \infty} \frac{G(cx)}{G(x)} = \begin{cases} 0 & \text{if } c > 1, \\ \infty & \text{if } 0 < c < 1, \end{cases}$$

then

$$\lim_{x \to \infty} \frac{F_{\text{GCR}}(cx)}{F_{\text{GCR}}(x)} = \begin{cases} 0 & \text{if } c > 1, \\ \infty & \text{if } 0 < c < 1. \end{cases}$$

Thus, we can sum up as follows:

$G \in \mathcal{R}_\infty \Rightarrow F_{\text{GCR}}^G \in \mathcal{R}_\infty$.

Note that the rapid variation is closely related to a characterization of the maximum domain of attraction of the Gumbel distribution, denoted by MDA($\Lambda$); if a distribution $F \in \text{MDA}(\Lambda)$ with infinite right endpoint, then the right tail of $F$ is rapidly varying; see Corollary 3.3.32 in Embrechts et al. (1997). The following theorem gives the relationship between the baseline distribution $G$ and the resulting generalized crack distribution $F_{\text{GCR}}^G$ concerning the MDA of the Gumbel distribution.

Theorem 3. Assume the baseline distribution $G$ is a twice differentiable von Mises function on $(z, \infty)$ for some $z < \infty$ and the baseline distribution $G$ belongs to the MDA of the Gumbel distribution. Then $F_{\text{GCR}}^G$ also belongs to the MDA of the Gumbel distribution.

3.2 Heavy-tailed Crack Distribution

In the previous section, we focus on the tail relationships between the baseline and the resulting generalized crack distributions. As for the heavy-tailedness of a distribution, we use the following definition (e.g., Asmussen, 2003); a distribution $F$ is said to have a (right) heavy tail if

$$\lim_{x \to \infty} e^{\lambda x} F(x) = \infty,$$

for all $\lambda > 0$, which implies that the tail of $F$ is heavier than that of any exponential distribution. The class of heavy-tailed distributions is considerably large. In practice, we often consider a class of long-tailed distributions which is a large subclass of heavy-tailed distributions. Specifically, a distribution $F$ is said to have a long (right) tail if

$$\lim_{x \to \infty} \frac{F(x + t)}{F(x)} = 1,$$
for all \( t > 0 \). In fact the class of long-tailed distributions is equivalent to the class of distributions with the limits of their hazard rate functions being zero:

\[
\lim_{x \to \infty} f(x) = 0.
\]

In other words, any distribution having zero limiting hazard rate is long-tailed distribution and thus, it is a heavy-tailed distribution.

The following theorem shows a sufficient condition for a GCR distribution to belong to a class of long-tailed distributions.

**Theorem 4.** If the hazard rate function of the baseline distribution \( G \) converges to a finite constant, then the hazard rate function of GCR distribution with the baseline density function \( g(x) \) converges to zero. That is,

\[
\lim_{x \to \infty} \frac{g(x)}{G(x)} = c < \infty \Rightarrow \lim_{x \to \infty} \frac{f_{GCR}(x)}{F_{GCR}(x)} = 0,
\]

where \( c \) is a finite constant.

### 3.4 Examples of Heavy-tailed Crack Distributions

In what follows we introduce three concrete examples of heavy-tailed crack distributions for practical applications. Specifically, the baseline densities of Student’s \( t \), Laplace and generalized Gaussian (GG) distribution are considered.

**Example 1. (Student’s \( t \) crack distribution)**

The Student’s \( t \) crack distribution is constructed using the following Student’s \( t \) density with \( \nu > 0 \) degrees of freedom as its baseline density function:

\[
g_{t, \nu}(x) = \frac{\Gamma \left( \frac{\nu + 1}{2} \right)}{\sqrt{\nu\pi} \Gamma \left( \frac{\nu}{2} \right)} \left( 1 + \frac{x^2}{\nu} \right)^{-\left( \frac{\nu}{2} + 1 \right)}.
\]

The resulting density of the Student’s \( t \) crack distribution is given by

\[
f_{GCR}^t(t) = \left( \frac{\sqrt{\beta}}{\alpha} t^{-3/2} + (1-p) \frac{1}{\alpha \sqrt{\beta}} t^{-1/2} \right) \left( 1 + \frac{1}{\alpha^2} \left( \frac{\beta}{t} + \frac{t}{\beta} - 2 \right) \right)^{-\left( \frac{\nu}{2} + 1 \right)}
\]

where \( \alpha > 0, \beta > 0 \) and \( p \in [0, 1] \) are the shape, scale and mixing weight parameters, respectively.

![Figure 5. Density functions of Student’s \( t \) crack distributions.](image)

Figure 5 illustrates the density shapes of Student’s \( t \) crack distributions for selected values of parameters. It can be seen that the right tail of the density function become thicker as the mixture weight \( p \) gets smaller with the other parameters being fixed. Notice that

\[
f_{GCR}^t(t; \alpha, \beta, p) = \left[ \frac{p + (1-p) \frac{t}{\beta}}{\beta} \right] f_{IS}^t(t; \alpha, \beta),
\]

and thus, at \( t = \beta \), the value of the density function does not depend on \( p \). In other words, the density functions of GCR distributions with the same model parameters (other than \( p \)) intersect at a single point.
Besides, the hazard rate function of Student’s $t$ distribution converges to zero, and thus, by Theorem 4, the hazard rate function of Student’s $t$ crack distribution also converges to zero. Recall that the tail behavior of GCR distribution is essentially characterized by that of the baseline distribution $G$. For some $c > 0$, by L’hopital’s rule, we have

$$\lim_{x \to \infty} \frac{G(cx)}{G(x)} = \lim_{x \to \infty} \frac{cg(cx)}{g(x)} = c^{-\nu},$$

thus Student’s $t$ distribution function belongs to MDA of the Fréchet distribution with tail index $\nu$ (the degrees of freedom).

Thus, by Theorem 1, Student’s $t$ crack distribution also belongs to the MDA of the Fréchet distribution with tail index $\nu/2$. Note that MDA of the Fréchet distribution contains “very heavy-tailed distributions” (Embrechts et al., 1997) and student’s $t$ crack distribution may be considered for excessively heavy-tailed data distributions.

**Example 2. (Laplace crack distribution)**

The Laplace crack distribution uses the following Laplace density as the baseline density function:

$$g_{\text{Laplace}}(x) = \frac{1}{2b} \exp\left(\frac{-|x-\mu|}{b}\right),$$

where $b > 0$ and $\mu$ are the scale and location parameters, respectively. By setting $\mu = 0$ for symmetry, we obtain the following density of the Laplace crack distribution:

$$f_{\text{GCR}}(t) = \left( p \frac{\sqrt{\beta}}{\alpha} t^{-3/2} + (1 - p) \frac{1}{\alpha \sqrt{\beta}} t^{-1/2} \right) \frac{1}{2b} \exp\left( -\frac{1}{\alpha b} \sqrt{\frac{\beta}{t}} - \sqrt{\frac{\beta}{t}} \right),$$

where $\alpha > 0$, $\beta > 0$, $0 \leq p \leq 1$, and the auxiliary scale parameter $b > 0$. From the density, one can see that the auxiliary scale parameter $b$ and the shape parameter $\alpha$ are combined together, which results in the issue of non-identifiability in parameter estimation. To avoid the problem, we use the standardized Laplace density function as the baseline density function by setting $b = 1/ \sqrt{2}$ throughout the rest of this paper.

![Figure 6. Density functions of Laplace crack distributions.](image)

Figure 6 shows some interesting density shapes of Laplace crack distributions for a few sets of prescribed parameter values. Note that the density is not differentiable at $t = \beta$. Also note that the right tail of Laplace distribution is rapidly varying with index $-\infty$ at $x = \infty$. By Theorem 2, we conclude that the Laplace crack distribution is also rapidly varying.

**Example 3. (Generalized Gaussian crack distribution)**

The generalized Gaussian crack distribution family is a large distribution family containing the Laplace and Gaussian crack distributions as its members. The distribution is constructed based on the following generalized Gaussian density function as its baseline density:

$$g_{\text{GG}}(x) = \frac{\theta}{2 \Gamma(\frac{1}{\theta})} \exp\left( -\frac{|x-\mu|^{\theta}}{\lambda} \right),$$

where the location parameter $\mu$, scale parameter $\lambda > 0$ and the tail index (shape) parameter $\theta > 0$. For symmetry, we set $\mu = 0$ and, for the identification of parameters, we further set $\lambda = \sqrt{\Gamma(1/\theta) / \Gamma(3/\theta)}$. With these simplification, we obtain the following the density function of generalized Gaussian crack distribution

$$f_{\text{GCR}}(t) = \left( p \frac{\sqrt{\beta}}{\alpha} t^{-3/2} + (1 - p) \frac{1}{\alpha \sqrt{\beta}} t^{-1/2} \right) \frac{\theta}{2 \Gamma(\frac{1}{\theta})} \exp\left( -\frac{1}{\alpha \lambda} \left( \sqrt{\frac{\beta}{t}} - \sqrt{\frac{\beta}{t}} \right) \right).$$
Figure 7. Density functions of generalized Gaussian crack distributions.

where \( \alpha > 0, \beta > 0, p \in [0, 1], \) and \( \theta > 0. \)

Figure 7 illustrates various density shapes of generalized Gaussian crack distribution for a few prescribed sets of parameters. One can see from the figure that the generalized Gaussian crack distribution has a good deal of flexibility to model both thin- and heavy-tailed data. More formally, the generalized Gaussian crack distribution with shape parameter \( \theta < 2 \) is heavy-tailed. This can be easily verified by using the following asymptotic relation:

\[
\lim_{x \to \infty} \frac{\int_{x}^{\infty} e^{-t/\lambda^\theta} dt}{x^{1-\theta}e^{-(x/\lambda)^\theta}} = \frac{\lambda^\theta}{\theta}.
\]

(3)

Further, a direct application of (3) gives that the hazard rate function of generalized Gaussian distribution with \( \theta \leq 1 \) converges to a constant. By Theorem 4, we conclude that the hazard rate function of generalized Gaussian crack distribution with \( \theta \leq 1 \) converges to zero and thus, the generalized Gaussian crack distribution is a long-tailed distribution.

In addition, by L’hopital’s rule, we can show that the right tail of generalized Gaussian distribution is rapidly varying with index \(-\infty \) at \( x = \infty \):

\[
\lim_{x \to \infty} \frac{G(cx)}{G(x)} = \lim_{x \to \infty} \frac{cg(cx)}{g(x)} = \lim_{x \to \infty} ce^{(1-c^\theta)(x/\lambda)^\theta} = \begin{cases} 
0 & \text{if } c > 1, \\
\infty & \text{if } 0 < c < 1.
\end{cases}
\]

Then, by Theorem 2, the generalized Gaussian crack distribution is also rapidly varying. Furthermore, it can be shown that the generalized Gaussian distribution is a von Mises function belonging to the MDA of the Gumbel distribution. By Theorem 3, the generalized Gaussian crack distribution also belongs to the MDA of the Gumbel distribution. Note that distributions with various tails, ranging from moderately heavy (e.g., lognormal distribution) to light (e.g., the Gaussian distribution), are contained in MDA (\( \Lambda \)); see Embrechts et al. (1997).

In the following we show that the generalized Gaussian crack distribution with \( \theta \leq 1 \) belongs to the class of subexponential distributions, denoted by \( S \). As an important subclass of long-tailed distribution class, the subexponential class is defined as follows: a distribution \( F \) belongs to the class \( S \) if the relation

\[
\lim_{x \to \infty} \frac{F^n(x)}{F(x)} = n
\]

holds for some (or, equivalently, for all) \( n = 2, 3, \ldots \), where \( F^n \) denotes the \( n \)-fold convolution of \( F \). By Proposition A3.16 (a) in Embrechts et al. (1997), a distribution \( F \) belongs to the class of subexponential distributions, denoted by \( F \in S \), if and only if

\[
\lim_{r \to \infty} \int_{0}^{\infty} e^{q(t)} f(y) dy = 1,
\]

where hazard rate \( q(x) = f(x)/F(x) \) converges to zero.

With the fact that the hazard rate function of generalized Gaussian crack distribution with \( \theta \leq 1 \) is eventually decreasing to zero, it remains to show that Eq. (4) holds. From Corollary 3.3.32 (Existence of moments) and Remark 7 of Theorem A3.12 (Properties of functions of rapid variation) in Embrechts et al. (1997), suppose the right tail of a distribution \( F \)
is rapidly varying, then all power moments of $F$ are finite. Thus, all power moments of the generalized Gaussian crack distribution are finite. Then, by the series expansion, we have

$$
\lim_{t \to \infty} \int_{0}^{\infty} e^{yq(t)} f(y) \, dy = \lim_{t \to \infty} \int_{0}^{\infty} \left( 1 + yq(t) + \frac{(yq(t))^2}{2!} + \cdots \right) f(y) \, dy 
$$

$$
= \lim_{t \to \infty} F(t) + \lim_{t \to \infty} q(t) E[T] + \lim_{t \to \infty} \frac{(q(t))^2}{2!} E[T^2] + \cdots 
= 1,
$$

where $q(t)$ is the hazard rate function of the generalized Gaussian crack distribution with $\theta \leq 1$, $t > 0$, $F$ and $f$ here are the generalized Gaussian crack distribution function and the generalized Gaussian crack distribution density function, respectively, and $E[T^n] = \int_{0}^{\infty} y^nf(y) \, dy < \infty$, $n = 1, 2, 3, \ldots$ is the $n$th moment of the generalized Gaussian crack distribution.

4. Application

In this section, we illustrate the model fitting results on both simulated and real loss data sets. For parameter estimation, we use the maximum likelihood estimation method.

4.1 Maximum Likelihood Estimation

Let $(T_1, \ldots, T_n)$ be a random sample of size $n$ of the heavy-tailed crack distribution with unknown parameters $\xi = (\alpha, \beta, p, \theta)$, i.e., three model parameters $(\alpha, \beta, p)$ and any additional parameters $\theta$ involved in the baseline density function $g(\cdot; \theta)$. The maximum likelihood estimate (MLE) of $\xi$ are the one that maximize the following log-likelihood function:

$$
\ell(\xi) = \log L(\xi; T_1, \ldots, T_n) = \sum_{i=1}^{n} \log f_{GCR}(T_i | \xi)
$$

$$
= -\frac{1}{2} \sum_{i=1}^{n} \log T_i + \sum_{i=1}^{n} \log \left( 1 + \left( \frac{\beta}{T_i} - 1 \right) p \right) + \sum_{i=1}^{n} \log \left( \frac{1}{\alpha} \left( \sqrt{\frac{\beta}{T_i}} - \sqrt{\frac{T_i}{\beta}} \right) \right) - n \log \alpha - \frac{n}{2} \log \beta.
$$

Setting aside the complexity of the baseline density $g$, the likelihood function is highly nonlinear with respect to the parameters and thus, it appears infeasible to obtain the MLE analytically. A few numerical methods can be considered to obtain the solution of the optimization problem. In particular, one may use the Expectation-Maximization (EM) algorithm (Dempster et al., 1977) which reduced to a simple two-step iterative algorithm for mixture models. In particular Lee and Lin (2010) give detailed discussions about the use of the EM algorithm for Erlang mixture models. Here we also consider an alternative iterative method, the so-called profile log-likelihood method, which consists of two nested maximization steps; see Section 4.5.2 in Davison (2003) for details. The profile log-likelihood algorithm for our applications is summarized as follows:

1. Set the starting value of the mixture weight parameter $\hat{p}^{(0)}$ where $k = 0$.

2. **(Step 1)** Given $\hat{p}^{(k)}$, maximize the first profile log-likelihood function,

$$
l_{p_1}(\alpha, \beta, \theta; \hat{p}^{(k)}) := l(\alpha, \beta, \hat{p}^{(k)}, \theta).
$$

Let the solution of the optimization problem $(\hat{\alpha}^{(k+1)}, \hat{\beta}^{(k+1)}, \hat{\theta}^{(k+1)})$ denote the $(k + 1)$th profile likelihood estimate of $(\alpha, \beta, \theta)$.

3. **(Step 2)** Given $\hat{\beta}^{(k+1)}$, maximize the second profile log-likelihood function,

$$
l_{p_2}(p; \hat{\beta}^{(k+1)}) := \sum_{i=1}^{n} \log \left( 1 + \left( \hat{\beta}^{(k+1)} / T_i - 1 \right) p \right).
$$

The solution of the optimization problem, denoted by $\hat{p}^{(k+1)}$, is the $(k + 1)$th profile likelihood estimate of $p$, and $\hat{\xi}^{(k+1)} = (\hat{\alpha}^{(k+1)}, \hat{\beta}^{(k+1)}, \hat{p}^{(k+1)}, \hat{\theta}^{(k+1)})$. 
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4. Repeat Step 1 and Step 2 until difference $\Delta D = |\ell(\xi_{k+1}) - \ell(\xi_{k})| \leq \epsilon$ for some predetermined tolerance level $\epsilon > 0$.

In order to assess the finite sample performance of the estimators obtained by the profile log-likelihood method, we conduct some simulation studies. The acceptance-rejection method discussed in Section 2.3.3 is used for generating samples from the heavy-tailed crack distributions such as Student’s $t$ and Laplace crack distributions. For each heavy-tailed crack distribution with a set of prescribed parameters, we generate random samples of size $n \in \{300, 500\}$ and then, the parameters are estimated based on the proposed method. This procedure is replicated 100 times. We use the built-in R function “optim” to obtain the estimates of parameters from each generated sample.

Tables 1 and 2 give the averages and standard deviations (shown in parentheses) based on 100 estimations. The results show that the profile likelihood estimates of parameters are close to the true ones with relatively small standard deviations.

### Table 1. Model fitting results to data simulated from Student’s $t$ crack distribution

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$p$</th>
<th>$\nu$</th>
<th>$n=300$</th>
<th>$n=500$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\bar{\alpha}$</td>
<td>$\bar{\beta}$</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>0.25</td>
<td>4</td>
<td>1.02</td>
<td>5.61</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.08)</td>
<td>(1.91)</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.50</td>
<td>5</td>
<td>5.09</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.31)</td>
<td>(0.13)</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>0.75</td>
<td>4</td>
<td>2.08</td>
<td>10.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.29)</td>
<td>(4.41)</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>0.95</td>
<td>5</td>
<td>10.14</td>
<td>2.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1.68)</td>
<td>(0.69)</td>
</tr>
</tbody>
</table>

### Table 2. Model fitting results to data simulated from the Laplace crack distribution

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$p$</th>
<th>$n=300$</th>
<th>$n=500$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\bar{\alpha}$</td>
<td>$\bar{\beta}$</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>0.25</td>
<td>0.99</td>
<td>5.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.05)</td>
<td>(0.37)</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.50</td>
<td>4.94</td>
<td>1.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.28)</td>
<td>(0.17)</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>0.75</td>
<td>2.00</td>
<td>10.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.15)</td>
<td>(1.68)</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>0.95</td>
<td>9.94</td>
<td>2.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(2.10)</td>
<td>(0.97)</td>
</tr>
</tbody>
</table>

4.2 Model Fitting to Real Data Sets

In this part, the results of model fitting exercises to real catastrophic loss data sets from EM-DAT (The International Disaster Database) under a few heavy-tailed crack distributions are presented. Details on the database can be found at www.emdat.be.

4.2.1 Data Description

The first data set contains estimated losses by storms in Asian countries ranging from 1900 to 2015, denoted by Data Set I. The second data set, denoted by Data Set II, consists of estimated losses by all natural disasters in Canada and US spanning from 1900 to 2015.

Table 3 (unit= 1 million USD.) summaries descriptive features for these two data sets. It shows that these two data sets are both heavy-tailed and highly skewed to the right.

### Table 3. Descriptive statistics for two catastrophic loss data sets

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Set I</td>
<td>302</td>
<td>0.01</td>
<td>87.23</td>
<td>15143.5</td>
<td>747.22</td>
<td>1836.48</td>
<td>4.28</td>
<td>21.70</td>
</tr>
<tr>
<td>Data Set II</td>
<td>231</td>
<td>0.10</td>
<td>400.00</td>
<td>158230.0</td>
<td>3447.71</td>
<td>13187.09</td>
<td>8.40</td>
<td>85.55</td>
</tr>
</tbody>
</table>

For each data set, we fit the following three concrete heavy-tailed crack distributions exemplified in Section 3.2:

1. Student’s $t$ crack distribution (GCR-t);
2. Laplace crack distribution (GCR-Laplace);
3. the generalized Gaussian crack distribution (GCR-GG).

In contrast with the heavy-tailed crack distributions, we use three well-known models for modeling extreme data as well:
1. Log-normal distribution (Lnormal);
2. Pareto type II distribution (Pareto), i.e., Lomax distribution;
3. Weibull distribution (Weibull).

4.2.2 Results for Data Set I

The following table summarizes the model fitting results based on Data Set I.

From Table 4, we conclude that the GCR-GG distribution fits the data best according to maximized log-likelihoods. In addition, the other two heavy-tailed crack distributions (GCR-t and GCR-Laplace) have significantly larger maximized log-likelihoods than the Lnormal distribution and the Pareto distribution.

Table 4. Maximized log-likelihood, AIC and BIC for Data Set I

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Log-likelihood</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCR-t(α, β, p, ν)</td>
<td>-2019.87</td>
<td>4047.74</td>
<td>4062.58</td>
</tr>
<tr>
<td>GCR-Laplace(α, β, p)</td>
<td>-2018.58</td>
<td>4043.16</td>
<td>4054.29</td>
</tr>
<tr>
<td>GCR-GG(α, β, p, θ)</td>
<td>-2010.97</td>
<td>4029.93</td>
<td>4044.77</td>
</tr>
<tr>
<td>Lnorm(μ, σ)</td>
<td>-2025.39</td>
<td>4054.78</td>
<td>4062.20</td>
</tr>
<tr>
<td>Pareto(α, λ)</td>
<td>-2048.42</td>
<td>4100.84</td>
<td>4108.26</td>
</tr>
<tr>
<td>Weibull(α, λ)</td>
<td>-2017.22</td>
<td>4038.44</td>
<td>4045.86</td>
</tr>
</tbody>
</table>

Note that the heavy-tailed crack distributions have more parameters than those three well-known two-parameter models. In this situation, one may consider some other model selection criteria such as Akaike information criterion (AIC) or Bayesian information criterion (BIC). These information criteria are commonly used to evaluate model (predictive) performance by penalizing the model complexity in terms of the number of estimated parameters. Specifically, the AIC and BIC are defined as follows:

\[
\begin{align*}
\text{AIC} &= -2\ell(\hat{\theta}) + 2 \times k, \\
\text{BIC} &= -2\ell(\hat{\theta}) + \log (n) \times k,
\end{align*}
\]

where \(\ell(\hat{\theta})\) is the log-likelihood function, \(k\) is the number of estimated parameters, and \(n\) is the sample size. The selected model is the one gives the smallest value of the information criteria. From Table 4, the GCR-GG distribution has the lowest values of both information criteria, which leads us to conclude that the GCR-GG distribution is the most appropriate among the candidate models for Data Set I.

The \(p - p\) (probability to probability) plot in Figure 8 is close to the straight comparison line (the 45° line from (0,0) to (1,1)) on the whole, which confirms a coherence between the empirical distribution and the best fitted distribution for the data set.

4.2.3 Results for Data Set II

The same procedures used in the previous sections are applied for analyzing Data Set II. Table 5 presents the maximized log-likelihoods and the values of AIC and BIC for all candidate models. From the result, the GCR-GG model is once again the best one among all the candidate models with regard to maximized log-likelihoods value and the information criteria.

Figure 9 shows that the shape of empirical distribution roughly conforms to the best fitted distribution to the extent that the plotted points approximately match the diagonal line.

5. Concluding Remarks

In this paper, we studied the tail properties of generalized crack distribution. Specifically, the tail relationships between the baseline distribution and the corresponding generalized crack distribution have been identified. Relying on the theoretical properties, we have introduced a few concrete examples of heavy-tailed crack distributions such as Student’s \(t\), Laplace and generalized Gaussian crack distributions. These heavy-tailed crack distributions have been used for model fitting...
exercises based on both simulated and real catastrophic loss data sets. The fitting results showed that the heavy-tailed crack distribution with an appropriate choice of baseline density function outperforms several parametric distributions (i.e., Log-normal, Pareto type II, Weibull distributions) commonly used in modeling highly positively skewed and heavy-tailed data sets.

We conclude the paper with some possible model extensions. Recall that the generalized crack distribution is a two-point mixture of the inverse Gaussian distribution and its length-biased version. A further extension can be achieved by constructing a finite or countable mixtures of length-biased versions with various orders. Due to the extensive model flexibility, these mixture models are expected to admit further applications where the two-point mixture models are not satisfactory. Besides a multivariate extension of heavy-tailed crack distribution (e.g., Kunda et al., 2013) could also be studied in order to incorporate dependence structures among observations.
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Figure 9. The $p − p$ plot of the fitted GCR-GG distribution and the empirical distribution for Data Set II.
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**APPENDIX**

**Proof** of Theorem 1.

From the assumption: the right tail of the baseline distribution function $G(x)$ is regularly varying with index $-\xi$ at $x = \infty$, we have

$$
\lim_{x \to \infty} \frac{G(cx)}{G(x)} = c^{-\xi} \xrightarrow{\text{L'Hopital's rule}} \lim_{x \to \infty} \frac{g(cx)}{g(x)} = c^{-\xi - 1}.
$$

Then, by (1), we have

$$
\lim_{x \to \infty} \frac{F_{GCR}(cx)}{F_{GCR}(x)} = \lim_{x \to \infty} \frac{G\left(\frac{1}{\alpha} \sqrt{\frac{cx}{\beta}} + o(1)\right) + (2p - 1) \int_{v_1(x)}^{\infty} g\left(\sqrt{s^2 - 4/\alpha^2}\right) ds}{G\left(\frac{1}{\alpha} \sqrt{\frac{x}{\beta}} + o(1)\right) + (2p - 1) \int_{v_2(x)}^{\infty} g\left(\sqrt{s^2 - 4/\alpha^2}\right) ds},
$$

where

$$
v_1(x) = \sqrt{\left[\frac{1}{\alpha} \left(-\sqrt{\frac{cx}{\beta}} + o(1)\right)\right]^2 + \frac{4}{\alpha^2}},
$$

$$
v_2(x) = \sqrt{\left[\frac{1}{\alpha} \left(-\sqrt{\frac{x}{\beta}} + o(1)\right)\right]^2 + \frac{4}{\alpha^2}}.
$$

By letting $u = \frac{1}{\alpha} \sqrt{\frac{x}{\beta}}$, we obtain

$$
\lim_{x \to \infty} \frac{F_{GCR}(cx)}{F_{GCR}(x)} = \lim_{u \to \infty} \frac{A(u,c) + B(u,c,p)}{1 + C(u,p)} = c^{-\xi/2},
$$

where

$$
\lim_{u \to \infty} A(u,c) = \lim_{u \to \infty} \frac{G\left(\sqrt{cu} + o(1)\right)}{G\left(u + o(1)\right)} = (\sqrt{c})^{-\xi} = c^{-\xi/2};
$$

$$
\lim_{u \to \infty} B(u,c,p) = \frac{G\left(\sqrt{cu} + o(1)\right)}{G\left(u + o(1)\right)} = (\sqrt{c})^{-\xi} = c^{-\xi/2};
$$

$$
\lim_{u \to \infty} C(u,p) = \frac{G\left(\sqrt{cu} + o(1)\right)}{G\left(u + o(1)\right)} = (\sqrt{c})^{-\xi} = c^{-\xi/2}.\n$$
by using L’hopital’s rule and the condition that \( g \) is symmetric at zero,

\[
\lim_{u \to \infty} B(u; c, p) = \lim_{u \to \infty} \frac{(2p - 1) \int_u^\infty \frac{g \left( \sqrt{s^2 - \frac{4}{\sigma^2}} \right)}{G(u + o(1))} ds}{\overline{G}(u + o(1))}
\]

First, for \( c > 1, \) \( \sqrt{c} > 1, \) we have

\[
\lim_{u \to \infty} \overline{G}(cx) = \left\{ \begin{array}{ll}
0 & \text{if } c > 1, \\
\infty & \text{if } 0 < c < 1.
\end{array} \right.
\]

Then by L’hopital’s rule, we also have

\[
\lim_{u \to \infty} \frac{g(cx)}{g(x)} = \left\{ \begin{array}{ll}
0 & \text{if } c > 1, \\
\infty & \text{if } 0 < c < 1.
\end{array} \right.
\]

First, for \( c > 1, \sqrt{c} > 1, \) we have

\[
\lim_{u \to \infty} \frac{\overline{F}_{GCR}(cx)}{\overline{F}_{GCR}(x)} = \lim_{u \to \infty} \frac{A(u; c) + B(u; c, p)}{1 + C(u; p)} = 0,
\]

where

\[
\lim_{u \to \infty} A(u; c) = \lim_{u \to \infty} \frac{\overline{G} \left( \sqrt{c}u + o(1) \right)}{\overline{G}(u + o(1))} = \frac{1}{2},
\]

\[
\lim_{u \to \infty} B(u; c, p) = (2p - 1) \left( -\sqrt{c} \right) \lim_{u \to \infty} \frac{g \left( \sqrt{c}u \right)}{g(u)} = 0,
\]

\[
\lim_{u \to \infty} C(u; p) = 1 - 2p.
\]

Second, for \( 0 < c < 1, \sqrt{c} < 1, \) we have

\[
\lim_{u \to \infty} \frac{\overline{F}_{GCR}(x)}{\overline{F}_{GCR}(cx)} = \lim_{u \to \infty} \frac{\overline{\tilde{A}}(u; c) + \tilde{B}(u; c, p)}{1 + \tilde{C}(u; p)} = 0,
\]

where

\[
\lim_{u \to \infty} \overline{\tilde{A}}(u; c) = \lim_{u \to \infty} \frac{\overline{G}(u + o(1))}{\overline{G} \left( \sqrt{c}u + o(1) \right)} = \frac{1}{\sqrt{c}} = 0;
\]

\[
\lim_{u \to \infty} \overline{\tilde{B}}(u; c, p) = \lim_{u \to \infty} \frac{\overline{G}(u + o(1))}{\overline{G} \left( \sqrt{c}u + o(1) \right)} = \frac{1}{\sqrt{c}} = 0;
\]

\[
\lim_{u \to \infty} \overline{\tilde{C}}(u; p) = \lim_{u \to \infty} \frac{\overline{G}(u + o(1))}{\overline{G} \left( \sqrt{c}u + o(1) \right)} = \frac{1}{\sqrt{c}} = 0.
\]
\[
\lim_{u \to \infty} B(u; c, p) = \lim_{u \to \infty} \frac{(2p - 1) \int_{-\infty}^{\infty} g(s^2 - \frac{4}{\sigma^2}) ds}{\sqrt{\alpha + o(1)}} = (2p - 1) \left[ \frac{1}{\sqrt{\alpha + o(1)}} \right] g \left( \sqrt{\alpha + o(1)} \right) = (2p - 1) \left[ \frac{1}{\sqrt{\alpha + o(1)}} \right] g \left( \sqrt{\alpha + o(1)} \right) = 1 - 2p.
\]

Thus, we obtain

\[
\lim_{u \to \infty} F_{\text{GCR}}^g(cx) = \infty, \quad 0 < c < 1.
\]

**Proof of Theorem 3.**

From Example 3.3.23 and Proposition 3.3.25 in Embrechts et al. (1997), twice differentiable baseline distribution \(G(x)\) is a von Mises function belonging to the MDA of the Gumbel distribution if and only if

\[
\lim_{x \to \infty} \frac{G(x) G''(x)}{g^2(x)} = -1.
\]

Further, it can be proved that

\[
\lim_{x \to \infty} \frac{F_{\text{GCR}}^g(x; \alpha, \beta, 1/2) F_{\text{GCR}}'^{\prime\prime}(x; \alpha, \beta, 1/2)}{\left( f_{\text{GCR}}^g(x; \alpha, \beta, 1/2) \right)^2} = -1,
\]

which indicates that \(F_{\text{GCR}}^g(x) \in \text{MDA}(A)\) when mixture weight parameter \(p = \frac{1}{2}\).

However, when \(p \neq \frac{1}{2}\), we prove that

\[
\lim_{x \to \infty} \frac{F_{\text{GCR}}^g(x) F_{\text{GCR}}'^{\prime\prime}(x)}{\left( f_{\text{GCR}}^g(x) \right)^2} = \lim_{x \to \infty} \frac{G(x) G''(x)}{2(2 - p) g^2(x)} = \frac{1}{2(p - 1)} \neq -1.
\]

Therefore, when \(p \neq \frac{1}{2}\), \(F_{\text{GCR}}^g(x)\) is not a von Mises function.

From extreme value theory, the MDA of the Gumbel distribution consists of von Mises distribution functions and their tail-equivalent distributions. By Proposition 3.3.28 and Definition 3.3.3 in Embrechts et al. (1997), it can be proved that two distributions \(F_{\text{GCR}}^g(x; \alpha, \beta, p = 1/2)\) and \(F_{\text{GCR}}^g(x; \alpha, \beta, p \neq 1/2)\) are tail-equivalent:

\[
\lim_{x \to \infty} \frac{F_{\text{GCR}}^g(x; \alpha, \beta, 1/2)}{F_{\text{GCR}}^g(x; \alpha, \beta, p)} = \frac{1}{2(1 - p)}.
\]

Then \(F_{\text{GCR}}^g(x; \alpha, \beta, p \neq 1/2)\) belongs to the MDA of the Gumbel distribution as a tail-equivalent distribution of a von Mises function \(F_{\text{GCR}}^g(x; \alpha, \beta, p = 1/2)\); see Section 3.3.3 in Embrechts et al. (1997) for details of the maximum domain of attraction of the Gumbel distribution.
Proof of Theorem 4.
From the assumption that the hazard rate function of the baseline distribution $G$ converges to a finite constant, we have
\[
\lim_{x \to \infty} \frac{g(x)}{G(x)} = c < \infty.
\]

By letting $u = \frac{1}{\alpha} \sqrt{\beta x}$ and using the symmetry of $g$, we obtain
\[
\lim_{x \to \infty} \frac{f_{G_{CR}}(x)}{F_{G_{CR}}(x)} = \lim_{x \to \infty} \left[ \frac{p \frac{\sqrt{\beta}}{\alpha} x^{-3/2} + (1 - p) \frac{1}{\alpha \sqrt{\beta}} x^{-1/2}}{G\left(\frac{1}{\alpha} \left(\sqrt{\beta x} - \sqrt{x \beta}\right)\right) + (2p - 1) \int_{1/(\alpha)}^{\infty} g\left(\sqrt{x^2 - \frac{4}{\alpha^2}}\right) dx \right]
\]
\[
\quad = \lim_{u \to \infty} \frac{o(1) g(o(1) - u)}{G(o(1) - u) + o(1)}
\]
\[
\quad = \lim_{u \to \infty} \frac{g(u) o(1)}{G(u)} = 0,
\]

where
\[
v(x) = \sqrt{\frac{1}{\alpha} \left(\sqrt{\beta x} - \sqrt{x \beta}\right)^2 + \frac{4}{\alpha^2}}.
\]
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