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Abstract 

Characterization of a probability distribution  is the investigation of those unique properties enjoyed by 

that distribution. In this article the general condition moments technique is used to obtain some new 

characterization results for the skew-normal distribution based on the order statistics as well as the record 

values of a random sample drawn from this distribution. The achieved results can be used to improve fitting 

and modeling skew data using the skew-normal distribution. Further, the new results are specialized to the 

standard normal distribution. 
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1. Introduction 

Azzalini (1985, 1986) have introduced the skew-normal distribution which includes the normal distribution 

and has some properties like the normal and yet is skew. This class of distributions is useful in studying 

robustness and modelling skewness. Since the normal distribution is still the most commonly used distribution 

both in statistical theory and applications, then a family of distributions like the skew normal one that possesses 

the same properties of the normal family have a great potential impact in the theoretical and applied probability 

and statistics. Despite of this potential impact there are relatively few statisticians who used this family in their 

theoretical and applied works.  

It is well known that characterization theorems represent an indispensable tool for understanding the missing 

links between the mathematical structure of statistical distributions and the actual behavior of real world random 

phenomena. It is reasonable to assert that although the characterization theory does not offer a well-defined 

method for solving real world problems, it guides the statistician as the case may be toward a proper scientific 

solution.  

In fact, research on characterization for the skew-normal distribution is still in its early stage. Characterizations 

concerning the skew normal distribution are given by Gupta and Wen-Jang ( 2002), Gupta and Jose (2004) and 

Gharib et al. (2014). In this article the general condition moment technique is used to obtain some new 

characterization results for the skew-normal distribution based on the order statistics as well as the record 

values of a random sample drawn from this distribution. The achieved results can be used to improve fitting 

and modeling skew data using the skew-normal distribution. Further, the new results are specialized to the 

standard normal distribution.  

A random variable (rv) Z has a skew-normal distribution with parameter , denoted by Z ~ SN () if its 

probability density function (pdf) is given by:  

𝑓(𝑧, ) = 2(𝑧)( 𝑧)                                                                        (1.1) 

where,  and  are, respectively, the probability density function and cumulative distribution function of the 

standard normal distribution, and 𝑧 and  are real numbers Azzalini (1985). 

The cumulative distribution function (cdf) corresponding to (1.1) is given by 
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                                                                         𝐹(𝑧, ) = ∫ 2(𝑢)( 𝑢)𝑑𝑢
𝑧

−∞

.                                               (1.2) 

For the structural and other properties of the skew-normal distribution see Brown (2001) and the references 

therein. 

The following lemma is needed in proving the results of the article. 

Lemma 

If X1:n, X2:n,..., Xn:n, are the order statistics (os) of a random sample of size (n) drawn from a continuous 

distribution with cdf 𝐹(. ) then the conditional joint distribution of the os  X1:n, …,Xk-1:n given Xk:n = x is 

identical to the joint distribution of the os  𝑌1:𝑘−1
𝑥 , 𝑌2:𝑘−1

𝑥 , … , 𝑌𝑘−1:𝑘−1
𝑥   from a random sample of size (𝑘 − 1) 

with cdf  𝐻𝑥(𝑢)  having the form: 

𝐻𝑥(𝑢) = {
𝐹(𝑢) 𝐹(𝑥)              𝑢 < 𝑥 ⁄
  1                             𝑢 ≥ 𝑥,

                                      (1.3) 

and the conditional joint distribution of the os Xk+1:n, Xk+2:n ,….,Xn:n, given Xk:n = x, is identical to the joint 

distribution of the os 𝑍1:𝑛−𝑘
𝑥 , 𝑍2:𝑛−𝑘

𝑥 , … , 𝑍𝑛−𝑘−:𝑛−𝑘
𝑥  from a random sample of size (𝑛 − 𝑘) with cdf 𝑅𝑥(𝑢) 

having the form: 

𝑅𝑥(𝑢) = {
[𝐹(𝑢) − 𝐹(𝑥)] 𝐹̅(𝑥)     𝑢 > 𝑥 ⁄

  0                                       𝑢 ≤ 𝑥,
                           (1.4) 

where  𝐹̅(𝑥) = 1 − 𝐹(𝑥). 

This lemma is proved in Arnold et al. (2008). 

Using the above lemma, we have: 

𝐸(𝑋1:𝑛 + ⋯ + 𝑋𝑘−1:𝑛 |𝑋𝑘:𝑛 = 𝑥) = 𝐸(𝑌1:𝑘−1
𝑥 + ⋯ + 𝑌𝑘−1:𝑘−1

𝑥 ) = (𝑘 − 1)𝐸(𝑌1
𝑥) 

                                                                      = (𝑘 − 1)[𝐹(𝑥)]−1 ∫ 𝑢𝑓(𝑢)𝑑𝑢
𝑥

−∞

,                                                         (1.5) 

and: 

𝐸(𝑋𝑘−1:𝑛 + ⋯ + 𝑋𝑛:𝑛 |𝑋𝑘:𝑛 = 𝑥) = 𝐸(𝑍1:𝑛−𝑘
𝑥 + ⋯ + 𝑍𝑛−𝑘:𝑛−𝑘

𝑥 ) = (𝑛 − 𝑘)𝐸(𝑍1
𝑥) 

                                                                  =  (𝑛 − 𝑘)[𝐹̅(𝑥)]−1 ∫ 𝑢𝑓(𝑢)𝑑𝑢
∞

𝑥

.                                                           (1.6) 

Further from (1.5) and (1.6), we readily obtain: 

    𝐸(𝑋1:𝑛 + ⋯ + 𝑋𝑛:𝑛 |𝑋𝑘:𝑛 = 𝑥) = 𝑥 +
(𝑘 − 1)

𝐹(𝑥)
∫ 𝑢𝑓(𝑢)𝑑𝑢

𝑥

−∞

+
(𝑛 − 𝑘)

𝐹̅(𝑥)
∫ 𝑢𝑓(𝑢)𝑑𝑢

∞

𝑥

.                    (1.7) 

2. Main Results 

2.1 Characterization via General Conditional Moments of Order Statistics 

The problem of characterizing distributions through conditional moments of order statistics has been of 

increasing interest during the last few decades due to its several applications, for example, the study of (𝑛 −
𝑟 )-out-of-n systems. A (𝑛 − 𝑟 )-out-of-n systems consists of (𝑛 ) independent and identically distributed 

components, and it works as long as at least (𝑛 − 𝑟) components are working. If 𝑋𝑖 represents the lifetime of 

the 𝑖𝑡ℎ component, 𝑖 = 1,2, . . , 𝑛, the survival function of the (𝑛 − 𝑟)-out-of-n system is the same as that of the 

(𝑟 + 1)𝑡ℎ os 𝑋𝑟+1,𝑛 from this sample of (𝑛) random variables. Hence the results obtained for os hold for (𝑛 −
𝑟)-out-of-n systems, so characterizing distributions using os plays an important role in reliability theory. 

Theorems 2.1−2.4 below characterizes the skew-normal distribution using conditional moments of os. 

Theorem 2.1 

Let 𝑋 be a continuous rv with pdf 𝑓(. ), cdf 𝐹(. ), survival function 𝐹̅(∙), failure rate function ℎ(. ) and finite 



www.ccsenet.org/ijsp International Journal of Statistics and Probability Vol. 4, No. 1; 2015 

61 

 

mean . Let X1:n  X2:n …  Xn:n be the os of a random sample of size 𝑛 drawn from 𝑋. Suppose that 𝐹(. ) 

has a continuous second order derivative on (−,). Then 𝑋 has a skew normal distribution SN() with mean 

 if and only if, for 𝑘 =  1, 2, … , 𝑛: 

       𝐸(𝑋𝑘+1:𝑛 + ⋯ + 𝑋𝑛:𝑛 |𝑋𝑘:𝑛 = 𝑦) = (𝑛 − 𝑘) {ℎ(𝑦, ) + 𝜇()̅ (𝑦√1 +  2) [𝐹̅(𝑦, )]−1} ,       (2.1) 

where ̅(𝑥) = 1 − ( 𝑥) and h(𝑥, ) = f(𝑥,)/𝐹̅(𝑥, ). 

Theorem 2.2 

Let 𝑋 be a continuous rv with pdf 𝑓(. ), cdf 𝐹(. ) and finite mean  and let X1:n  X2:n …  Xn:n be the os of 

a random sample of size 𝑛 drawn from 𝑋. Let 𝐹(. ) has a continuous second order derivative on (−,). 

Then 𝑋 has a skew-normal distribution SN() with finite mean  if and only if: 

           𝐸(𝑋1:𝑛 + ⋯ + 𝑋𝑘−1:𝑛 |𝑋𝑘:𝑛 = 𝑦) = (𝑘 − 1) [ 𝜇() (𝑦√1 +  2) − 𝑓(𝑦, )] [𝐹(𝑦, )]−1.     (2.2) 

Theorem 2.3 

Let 𝑋  be a continuous rv with pdf 𝑓(. ),  cdf 𝐹(. ) , survival function 𝐹̅(. )  and finite mean  and let  

X1:n… Xn:n   be the os of a random sample of size 𝑛 drawn from 𝑋.  Let 𝐹(. ) has a continuous second 

order derivative on (−,). Then 𝑋 has a skew-normal distribution SN() with finite mean  if and only if: 

               𝐸(𝑆𝑘 − 𝑆𝑘̅  |𝑋𝑘:𝑛 = 𝑦) = 𝑦 +
𝑚

𝐹(𝑦,)𝐹(𝑦,)
[ 𝜇() (𝑦√1 +  2) − 𝑓(𝑦, ) − 𝜇𝐹(𝑦, )] ,       (2.3) 

where  

𝑆𝑘 = 𝑋1:𝑛 + ⋯ + 𝑋𝑘:𝑛, 𝑆𝑘̅ = 𝑋𝑘+1:𝑛 + ⋯ + 𝑋𝑛:𝑛, n = 2m + 1,  k = m + 1 and  m = 1, 2, 3, … . 

Theorem 2.4 

Let 𝑋 be a continuous rv with pdf 𝑓(. ), cdf 𝐹(. ), survival function 𝐹̅(.)   and .nite mean  and let  X1:n 

…  Xn:n be the os of a random sample of size 𝑛 drawn from 𝑋. Let 𝐹(. ) has a continuous second order 

derivative on (−,). Then 𝑋 has a skew-normal distribution SN() with finite mean  if and only if: 

           𝐸(𝑇𝑘|𝑋𝑘:𝑛 = 𝑦) = 𝑦 + 𝜇()𝑚[𝐹̅(𝑦, )]−1 +
𝑚[2𝐹(𝑦,)−1]

𝐹(𝑦,)𝐹(𝑦,)
[ 𝑓(𝑦, ) − 𝜇() (𝑦√1 +  2)] ,          (2.4) 

where 𝑇𝑘 = 𝑋1:𝑛 + ⋯ + 𝑋𝑛:𝑛  ,  n = 2m + 1,  k = m + 1 and  m = 1, 2, 3, … . 

2.2 Characterization via General Conditional Moments of Record Values 

Record values are found in many situations of daily life as well as in many situations applications suchas 

reliability theory (for comprehensive accounts of the theory and applications of record values see Arnold et al. 

(1998), Ahsanullah (1995), Ahsanullah (2004) and Ahsanullah et al. (2006). Characterizing the distributions via 

their record statistics has a long history,  for excellent review one may refer to Shawky et al. (2006) Shawky et 

al. (2008) and Shawky et al. (2008b) among others. Suppose that (Xn)n1 is a sequence of independent and 

identically distribution rvs. Let Yn = max {Xj|1 j n} for 𝑛  1. We say Xj is an upper record value of {Xn|n 

1}, if Yj >Yj-1, j >1. By definition X1 is an upper record value. The indices at which the upper record values 

occur are given by the record times {U(n); n >1}, where: 𝑈(𝑛) = min {𝑗|𝑗 > 𝑈(𝑛 − 1), 𝑋𝑗 > 𝑋𝑈(𝑛−1), 𝑛 > 1} 

and U(1) = 1. 

Theorems 2.5 and 2.6 below characterize the skew-normal distribution using conditional moments of upper 

record values. 

Theorem 2.5 

Let 𝑋 be a continuous rv with pdf 𝑓(. ), cdf 𝐹(. ), survival function 𝐹̅(.) and failure rate ℎ(. ). Assume that 

𝐹(. ) has a continuous second order derivative on (−,). and that E(XU(n+1)) is finite. Then 𝑋  has a 

skew-normal distribution SN() if and only if, for 𝑘 =  1, 2, … 

𝐸(𝑋𝑈(𝑛+1)
2𝑘 |𝑋𝑈(𝑛) = 𝑦) = (2𝑘 − 1)‼ + ∑

(2𝑘−1)‼

(2𝑖−1)‼

𝑘
𝑖=1 {[𝑦2𝑖−1ℎ(𝑦, )] + 𝜇()𝛼𝑖(𝑦, ) 𝐹̅(𝑦, )⁄ },   (2.5) 
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where     𝛼𝑖(𝑦, ) = ∑
(2𝑖−1)‼

(2𝑗−1)‼

𝑖
𝑗=1

[𝑦2𝑖−2(𝑦√1+ 2)]

[1+2]
𝑖−𝑗+1

2⁄
 ,      i = 1, 2 … , k  ,      j = 1, 2 … , i ,    

(𝑛)!! = {
1         𝑖𝑓  𝑛 = −1,   𝑛 = 0,   𝑜𝑟   𝑛 = 1

 𝑛(𝑛 − 2)      𝑖𝑓                            𝑛 ≥ 2,    
 

and (see Arfken (1985)). 

Special Case 

For 𝑘 =  1, (2.5) reduces to: 

                               𝐸(𝑋𝑈(𝑛+1)
2 |𝑋𝑈(𝑛) = 𝑦) = 1 + 𝑦ℎ(𝑦, ) +  𝜇() (𝑦√1 +  2) 𝐹̅(𝑦, )⁄  ,               (2.6) 

Theorem 2.6 

Let 𝑋 be a continuous rv with pdf 𝑓(. ), cdf 𝐹(. ), survival function 𝐹̅(.) and failure rate ℎ(. ). Assume 

that 𝐹(. ) has a continuous second order derivative on (−,) and that E(XU(n+1)) is finite. Then 𝑋 has a 

skew-normal distribution SN() if and only if, for 𝑘 =  0,1, 2, … 

𝐸(𝑋𝑈(𝑛+1)
2𝑘+1 |𝑋𝑈(𝑛) = 𝑦) = (2𝑘 − 1)‼ 

+ ∑
(2𝑘)‼

(2𝑖)‼

𝑘
𝑖=0 {[𝑦2𝑖ℎ(𝑦, )] + 𝜇()[𝐹̅(𝑦, )]−1[𝛾𝑖(𝑦, ) + 𝛽𝑖(𝑦, )]} ,              (2.7) 

where  𝛽𝑖(𝑦, ) =
(2𝑖−1)!!

(1+ 2)𝑖 [̅√1 +  2] , 𝑖 = 0,1,2, … , 𝑘 ,  

𝛾𝑖(𝑦, ) = ∑
(2𝑖 − 1)‼

(2𝑗 − 1)‼

𝑖

𝑗=1
{[𝑦2𝑖−1 (𝑦√1 +  2)] [1 + 

2]
𝑖−𝑗+1

2⁄
⁄ }      and       j = 1, 2 … , i . 

Special Case 

For k = 0, (2.7) reduces to: 

                                   𝐸(𝑋𝑈(𝑛+1)|𝑋𝑈(𝑛) = 𝑦) = ℎ(𝑦, ) + 𝜇()[𝐹̅(𝑦, )]−1̅ (𝑦√1 +  2) .             (2.8) 

3. Proofs of the Theorems 

Proof of Theorem 2.1 

Necessity: 

Suppose that 𝑋 ~ SN() with pdf and cdf given by (1.1) and (1.2). 

Then using (1.6); we have 

𝐸(𝑋𝑘+1:𝑛 + ⋯ + 𝑋𝑛:𝑛 |𝑋𝑘:𝑛 = 𝑦) = 2(𝑛 − 𝑘)[𝐹̅(𝑦, )]−1 ∫ 𝑥
∞

𝑦

(𝑥)( 𝑥)𝑑𝑥 . 

On integrating by parts we get: 

   𝐸(𝑋𝑘+1:𝑛 + ⋯ + 𝑋𝑛:𝑛 |𝑋𝑘:𝑛 = 𝑦) = 2(𝑛 − 𝑘)[𝐹̅(𝑦, )]−1 [(𝑦)( 𝑦) + ∫ (𝑥)( 𝑥)𝑑𝑥
∞

𝑦

].     (3.1) 

Further: 

                                                            2∫ (𝑥)( 𝑥)𝑑𝑥
∞

𝑦

= 𝜇() ̅ (𝑦√1 +  2).                                                (3.2) 

Finally, recalling that h(y, ) = f(y, )/𝐹̅(y, ) and 𝑓(𝑦, ) = 2(𝑦)( 𝑦) we get (2.1) from (3.1) and (3.2). 

Sufficiency: 
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Suppose that X is a continuous rv with pdf 𝑓(. ), cdf  𝐹(. ), finite mean  and F(.) has a continuous second order 

derivative on (−,). Suppose, also, that (2.1) is true. Hence, from (1.6) and (2.1) one can write: 

 ∫ 𝑥𝑓(𝑥, )𝑑𝑥
∞

𝑦

= 𝑓(𝑦, ) + 𝜇() ̅ (𝑦√1 +  2) . 

Differentiating both sides in this equation with respect to y, we obtain: 

                               
𝑑

𝑑𝑦
𝑓(𝑦, ) + 𝑦𝑓(𝑦, ) = 𝜇()√2𝜋√1 + 

2
(𝑦)( 𝑦).                    (3.3) 

Which is a linear first order differential equation in the unknown function 𝑓(𝑦). 

Its solution is: 

 𝑓(𝑦, ) =
𝜇


√𝜋

2⁄ √1 + 
2[2(𝑦)( 𝑦)].   

Now, the normalizing condition:   

∫ 𝑓(𝑦, )𝑑𝑦
∞

−∞
= 1   gives   𝜇() = √

2

𝜋
[ √1 + 

2⁄ ] . 

Hence: 

                                                                  𝑓(𝑦, ) = 2(𝑦)( 𝑦).                                      (3.4) 

Which is the pdf of the skew-normal distribution given by (1.1). This completes the proof of Theorem 2.1. 

Proof of Theorem 2.2 

The proof is obtained by repeating word-to-word the steps of the proof of Theorem 2.1.  

Proof of Theorem 2.3 

Necessity: 

Suppose that 𝑋 ~ SN() with pdf and cdf given by (1.1) and (1.2) respectively. Then using (1.5) and (1.6), we 

have: 

𝐸(𝑆𝑘 − 𝑆𝑘̅  |𝑋𝑘:𝑛 = 𝑦) = 𝑦 +
𝑚

𝐹(𝑦, )
∫ 𝑥𝑓(𝑥, )𝑑𝑥

𝑦

−∞

−
𝑚

𝐹̅(𝑦, )
∫ 𝑥𝑓(𝑥, )𝑑𝑥

∞

𝑦

=  

         𝑦 +
𝑚

𝑘−1
𝐸(𝑋1:𝑛 + ⋯ + 𝑋𝑘−1:𝑛 |𝑋𝑘:𝑛 = 𝑦) −

𝑚

𝑛−𝑘
𝐸(𝑋𝑘+1:𝑛 + ⋯ + 𝑋𝑛:𝑛 |𝑋𝑘:𝑛 = 𝑦).            (3.5) 

The rest of the proof of necessity is obtained by applying (2.1) and (2.2). 

Sufficiency: 

Suppose that 𝑋 is a continuous rv with pdf 𝑓(. ), cdf 𝐹(. ), finite mean  and 𝐹(. ) has a continuous second 

order derivative on (−,). Suppose, also, that (2.3) is true. Hence, using (2.1), (2.2) and (2.3) one can get: 

 𝐹̅(𝑦, ) ∫ 𝑥𝑓(𝑥, )𝑑𝑥
𝑦

−∞

− 𝐹(𝑦, ) ∫ 𝑥𝑓(𝑥, )𝑑𝑥
∞

𝑦

=  

                                                  𝜇() (𝑦√1 +  2) − 𝑓(𝑦, ) − 𝜇()𝐹(𝑦, ).                                                    (3.6) 

Now, it is easy to see that: 

𝐹̅(𝑦, ) ∫ 𝑥𝑓(𝑥, )𝑑𝑥
𝑦

−∞

− 𝐹(𝑦, ) ∫ 𝑥𝑓(𝑥, )𝑑𝑥
∞

𝑦

= ∫ 𝑥𝑓(𝑥, )𝑑𝑥
𝑦

−∞

− 𝜇()𝐹(𝑦, ). 

Hence (3.6) reduces to: 
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∫ 𝑥𝑓(𝑥, )𝑑𝑥
𝑦

−∞
= 𝜇() (𝑦√1 +  2) − 𝑓(𝑦, ). 

Differentiating both sides of this equation with respect to y, we get: 

𝑑

𝑑𝑦
𝑓(𝑦, ) + 𝑦𝑓(𝑦, ) = 𝜇()√2𝜋√1 + 

2
(𝑦)(𝑦). 

Which is Equation (3.3) and thus having the solution given by (3.4). This completes the proof of Theorem 2.3. 

Proof of Theorem 2.4 

The proof is obtained by repeating word-to-word the steps of the proof of Theorem 2.3. 

Proof of Theorem 2.5: 

Necessity: 

Suppose that 𝑋 ~ SN() with pdf and cdf given by (1.1) and (1.2), respectively. 

Then we have: 

  𝐸(𝑋𝑈(𝑛+1)
2𝑘 |𝑋𝑈(𝑛) = 𝑦) =

2

𝐹̅(𝑦, )
∫ 𝑢2𝑘

∞

𝑦

(𝑢)( 𝑢)𝑑𝑢 =
2

𝐹̅(𝑦, )
∫ 𝑢2𝑘−1

∞

𝑦

( 𝑢)𝑑(𝑢).           (3.7) 

Now, repeated routine integration by parts gives: 

−2 ∫ 𝑢2𝑘−1
∞

𝑦

( 𝑢)𝑑(𝑢) = (2𝑘 − 1)‼ 

                               + ∑
(2𝑘 − 1)‼

(2𝑖 − 1)‼

𝑘

𝑖=1
{[𝑦2𝑖−1𝑓(𝑦, )] + 2∫ 𝑢2𝑖−1(𝑢)(𝑢)𝑑𝑢

∞

𝑦

}.                         (3.8) 

Again, repeated integration by parts gives: 

     2∫ 𝑢2𝑖−1(𝑢)(𝑢)𝑑𝑢
∞

𝑦

=
√2 𝜋⁄

[1 + 
2]

𝑖−𝑗+1
∑

(2𝑖 − 2)‼

(2𝑗 − 2)‼

𝑖

𝑗=1
[𝑦2𝑖−2 (𝑦√1 +  2)]  

                                                                     = 𝜇()𝛼𝑖(𝑦, ) .                                                                               (3.9) 

Finally from (3.7), (3.8) and (3.9) we get (2.5). 

Sufficiency: 

Suppose that 𝑋 is a continuous rv with pdf 𝑓(. ) and cdf 𝐹(. ) and that 𝐹(. ) has a continuous second order 

derivative on (−,). Suppose, also, that E(XU(n+1)) is finite and (2.5) is true. Then we have: 

𝐸(𝑋𝑈(𝑛+1)
2𝑘 |𝑋𝑈(𝑛) = 𝑦) = [𝐹̅(𝑦, )]−1 ∫ 𝑥2𝑘

∞

𝑦

𝑓(𝑥,)𝑑𝑥 

=  (2𝑘 − 1)‼ + ∑
(2𝑘 − 1)‼

(2𝑖 − 1)‼

𝑘

𝑖=1
{[𝑦2𝑖−1ℎ(𝑦, )] +

𝜇()

𝐹̅(𝑦, )
𝛼𝑖(𝑦, )}. 

Multiplying both sides of this equation by 𝐹̅(y) and then differentiating it with respect to y, we obtain: 

−𝑦2𝑖𝑓(𝑦, ) = −(2𝑘 − 1)‼ 𝑓(𝑦, ) + ∑
(2𝑘 − 1)‼

(2𝑖 − 1)‼
(2𝑖 − 1)𝑦2𝑖−2𝑓(𝑦, ) +

𝑘

𝑖=1
 

+ ∑
(2𝑘 − 1)‼

(2𝑖 − 1)‼

𝑘

𝑖=1
[𝑦2𝑖−1

𝑑

𝑑𝑦
𝑓(𝑦, )] 

    +𝜇() (𝑦√1 +  2) ∑
(2𝑘 − 1)‼

(2𝑖 − 1)‼

𝑘

𝑖=1
∑

(2𝑖 − 2)‼

(2𝑗 − 2)‼

𝑖

𝑗=1
 
[(2𝑗 − 2)𝑦2𝑖−3 − (1 + 

2)𝑦2𝑖−1]

[1 + 
2]

𝑖−𝑗+1
.       (3.10) 
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Now, it is easy to see that: 

∑
(2𝑖 − 2)‼

(2𝑗 − 2)‼

𝑖

𝑗=1

[(2𝑗 − 2)𝑦2𝑖−3 − (1 + 
2)𝑦2𝑖−1]

[1 + 
2]

𝑖−𝑗+1
= −√1 + 

2𝑦2𝑖−1. 

Hence (3.10) reduces, after simplification, to: 

𝑓(𝑦, ) ∑
(2𝑘 − 1)‼

(2𝑖 − 1)‼
𝑦2𝑖 +

𝑘

𝑖=1
[

𝑑

𝑑𝑦
𝑓(𝑦, )] ∑

(2𝑘 − 1)‼

(2𝑖 − 1)‼

𝑘

𝑖=1
𝑦2𝑖−1 = 

𝜇()√1 +  2
 (𝑦√1 +  2) ∑

(2𝑘 − 1)‼

(2𝑖 − 1)‼

𝑘

𝑖=1
𝑦2𝑖−1. 

Or,  

      [
𝑑

𝑑𝑦
𝑓(𝑦, ) + 𝑦𝑓(𝑦, )] ∑

𝑦2𝑖−1

(2𝑖 − 1)‼

𝑘

𝑖=1
= 𝜇()√1 +  2

 (𝑦√1 +  2) ∑
𝑦2𝑖−1

(2𝑖 − 1)‼
 .        (3.11)

𝑘

𝑖=1
 

Finally, since ∑
𝑦2𝑖−1

(2𝑖−1)‼

𝑘
𝑖=1  is a polynomial in y of degree (2k-1) with rational coefficients, then (3.11) reduces: 

𝑑

𝑑𝑦
𝑓(𝑦, ) + 𝑦𝑓(𝑦,) = 𝜇()√2𝜋√1 +  2

(𝑦)( 𝑦). 

It is easy to see that this first order differential equation in the unknown function f(y) has the solution given by 

(3.4). Therefore 𝑋 ~ SN(). This completes the proof of Theorem 2.5. 

Proof of Theorem 2.6: 

The proof of this theorem is similar to that of Theorem 2.5. 

4. Specialization to the Standard Normal Distribution 

As the skew-normal distribution tends to the standard normal distribution for    = 0,   then putting  = 0, 

theorems 2.1-2.4,  will be valid for the standard normal distribution and can be restated as follows; keeping all 

the rotations used there: 

Theorem 4.1 

Let 𝑋 be a continuous rv with pdf 𝑓(. ), cdf 𝐹(. ), survival function 𝐹̅(. ), failure rate ℎ(. ) and let X1:n …. 

Xn:n be the os of a random sample of size 𝑛 drawn from 𝑋. Suppose that 𝐹(. ) has a continuous second order 

derivative on (−,). Then 𝑋 has the standard normal distribution if and only if: 

                                                              𝐸(𝑋𝑘+1:𝑛 + ⋯ + 𝑋𝑛:𝑛 |𝑋𝑘:𝑛 = 𝑦) = (𝑛 − 𝑘)ℎ0(𝑦).                                         (4.1) 

Theorem 4.2 

Let 𝑋 be a continuous rv with pdf 𝑓(. ), cdf 𝐹(. ) and let  X1:n  X2:n ….  Xn:n be the os of a random 

sample of size 𝑛 drawn from 𝑋. Suppose that 𝐹(. ) has a continuous second order derivative on (−,). Then 

𝑋 has the standard normal istribution if and only if: 

                                                            𝐸(𝑋1:𝑛 + ⋯ + 𝑋𝑘−1:𝑛 |𝑋𝑘:𝑛 = 𝑦) = −
(𝑘 − 1)

𝐹0(𝑦)
𝑓0(𝑦).                                        (4.2) 

Theorem 4.3 

Let 𝑋 be a continuous rv with pdf 𝑓(. ), cdf 𝐹(. ), survival function 𝐹̅(. ), failure rate ℎ(. ) and let X1:n  X2:n 

….  Xn:n be the os of a random sample of size 𝑛 drawn from 𝑋. Suppose that F(.) has a continuous second 

order derivative on (−,). Then 𝑋 has the standard normal distribution if and only if: 

                                                         𝐸(𝑆𝑘 − 𝑆𝑘̅  |𝑋𝑘:𝑛 = 𝑦) = 𝑦 − 𝑚ℎ0(𝑦)[𝐹0(𝑦)]−1 .                                             (4.3) 

Theorem 4.4 

Let 𝑋 be a continuous rv with pdf 𝑓(. ), cdf 𝐹(. ), survival function 𝐹̅(. ), failure rate ℎ(. ) and finite mean  
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and let X1:n  X2:n ….  Xn:n be the os of a random sample of size 𝑛 drawn from 𝑋. Let 𝐹(. ) has a continuous 

second order derivative on (−,). Then 𝑋 has the standard normal distribution if and only if: 

                                                    𝐸(𝑇𝑘|𝑋𝑘:𝑛 = 𝑦) = 𝑦 +
𝑚

𝐹0(𝑦)
ℎ0(𝑦)[2𝐹0(𝑦) − 1] ,                                              (4.4) 

where  n =  2m + 1,    k =  m + 1 and   m = 1, 2, 3, … . 

Theorem 4.5 

Let 𝑋 be a continuous rv with pdf 𝑓(. ), cdf 𝐹(. ), survival function 𝐹̅(. ) and failure rate ℎ(. ). Assume that 

E(XU(n+1)) is finite. Then 𝑋 has the standard normal distribution if and only if: 

              𝐸(𝑋𝑈(𝑛+1)
2𝑘 |𝑋𝑈(𝑛) = 𝑦) = (2𝑘 − 1)‼ + ℎ0(𝑦) ∑

(2𝑘 − 1)‼

(2𝑖 − 1)‼

𝑘

𝑖=1
𝑦2𝑖−1, 𝑘 = 1,2,3, ….       (4.5) 

Theorem 4.6 

Let 𝑋 be a continuous rv with pdf pdf 𝑓(. ), cdf F(.), survival function 𝐹̅(. ) and failure rate ℎ(. ). Assume 

that E(XU(n+1)) is finite. Then 𝑋 has the standard normal distribution if and only if: 

                       𝐸(𝑋𝑈(𝑛+1)
2𝑘+1 |𝑋𝑈(𝑛) = 𝑦) = ℎ0(𝑦) ∑

(2𝑘)‼

(2𝑖)‼

𝑘

𝑖=0
𝑦2𝑖 ,      𝑘 = 0, 1, 2, ….                                 (4.6) 

5. Conclusion  

In this study, some characterization results for the skew-normal distribution are proved based on the 

conditional moments of order statistics as well as the conditional moments of record values of a random 

sample drawn from this distribution. Special cases regarding the standard normal distribution are also given. 

The achieved results are of direct relevance to fitting and modeling skew data using the skew-normal 

distribution. Moreover, the new results are more appropriate for practical applications comparing with the 

results of Gupta et al. (2004) which is based on distribution properties. Also, our results motivate the 

researchers toward a serious consideration of other characterization problems for the skew-normal 

distribution such as characterization using regression properties and residual life time. Further, the future 

research challenge is how to extend the present results to the  case of the multivariate skew-normal 

distribution. The limitations is summarized in that it is applied only for the skew-normal distribution and its 

specialized distribution.  
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