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#### Abstract

To establish the relationship between two sets of variables measured on the same subject, canonical correlation analysis (CCA) is the most appropriate and popular method. In this study we consider two sets of variables which consist of different types of measurements. Here one set has three physiologic variables whereas the other set has eighteen anthropometric variables (mentioned in section 3.1 with abbreviations). The aim of this study is to evaluate the relationship between two sets and to find out the factors which influence the relationship between the two sets. This study has revealed that first two canonical correlations were significant and WT, APC, TVC, CCN, MUAC and WC (anthropometric variables) are the risk factors for SBP and DBP (physiologic variables). Furthermore considering these risk factors, General Linear Model (GLM) indicated that CCN and WC are highly significant factors which influence the physiologic set. Thus the model (CCA+GLM) provide the most important factors which influence physiologic variables.
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## 1. Introduction

Blood pressure is an important risk factor in cardiovascular and renal diseases. It is known that the increase in blood pressure is a result of increased cardiac risk (Stamler et al.,1993; Vasan et al., 2001). High blood pressure is one of the causes of sudden death and is considered as a common problem all over the world. Several anthropometric factors are related to the blood pressure level (Cassani et al., 2009). Among them genetic factors, low physical activity, dietary habits, environment and socio-economic conditions are identified as most influencing factors (Arkwright et al., 1982; Melby et al., 1991; Mitchell et al., 1996; Bhat et al., 2013; Yu et al., 2000). Many researchers have established the significant relationship between lipid profiles and blood pressure (Akhtar et al., 2006; Kannel, 1985). Some researchers have pointed out that stress and strain are important factors for increasing the blood pressure (Cesana et al., 1996). Furthermore, high blood pressure causes some diseases like anaemia, diabetes etc (Badaruddoza \& Kumar, 2009; Kaur \& Kochar, 2010). Some researchers have analyzed a few cardiovascular diseases with fish oil and omega-3 fatty acid which control high blood pressure (Kris-Etherton et al., 2002). Apart from these, anthropometric variables including adiposity, body mass index, obesity and abdominal obesity, waist circumference, waist hip ratio and few skin fold thicknesses are highly associated with blood pressure (Bose et al., 2003; Dalton et al., 2003; Feldstein et al., 2005; Gus et al., 2004; Gustat et al., 2000; Haslam \& James, 2005; James, 2008; The obesity in Asia Collaboration, 2008; Kannel et al.,1967; Kim et al., 2006; Kopelman, 2000; Lee et al., 2008; Zhao et al., 2000. Another result shows the association of body mass index and blood pressure depending on age and gender (Benetou et al., 2004) as well as waist circumference and body mass index as predictor of hypertension (Peixoto et al., 2006).
From the existing literature, it turns out that most of the papers have been analysed using univariate methods and got the findings. However, few studies are available where multivariate analysis were used to explore the effect of different sets of anthropometric variables (such as body circumferences, skin fold thickness, body fatness variables etc.) on cardiovascular factors (Mueller et al., 1991; Sangi et al., 1992). Several risk factors (anthropometric
variables) have been detected which are related with blood pressure (physiologic variables), but the concerned factors have not always been significant for different populations because of varied objective, parameters, location, physical activity and environment. In India there have been many studies on populations in different locations which show the significant relationship between blood pressure and anthropometric measurements. In our knowledge, till now we have not got any evidence which establishes a composite effect of anthropometric set on physiologic set and vice versa. Hence the method of canonical correlation analysis (CCA) is considered as an appropriate statistical tool for finding out the effect of one set over the other and vice versa.
Data were collected from fishing community in coastal area where both men and women catch fish and consume sea fish regularly as a major food item. Among the study community it was observed that only $20 \%$ subjects had blood pressure above normal. Further we examined the association between combined variables of anthropometry set to physiologic set. Methodology of data collection is mentioned in 2.1-2.5.

### 1.1 Reasons for Choosing Canonical Correlation Analyses

As the combined effect of one set of variables on other set and vice versa cannot be explained effectively by either GLM or stepwise multiple regression technique. That's why, we have adopted canonical correlation analysis to explain this relationship. Also the variables of each set are significantly correlated with themselves.

### 1.2 Objectives of This Study

(i) To find the influencing factor (i.e the significant risk factors from the set of anthropometric variables) for blood pressure and establish the relationship between the physiologic set and anthropometric set.
(ii) To describe the relationships between the variables in the first set with the variables in the second set.
(iii) How many dimensions (canonical variates) are necessary to understand the association between the two sets of variables?

## 2. Materials

### 2.1 Study Location

Data for the present study were collected on fishing community from nine coastal villages of West Bengal and Orissa, namely, Dattapur, Khadalgobra, Bilamudia, Dahadaya, Gadadharpur, Gangadharpur, Jatimati and Podima of East Midnapur district, West Bengal; and Udaypur of Balasore district, Orissa, respectively. These nine villages are situated within 5 Kilometers distance from Digha, a tourist spot of East Midnapur, West Bengal.

### 2.2 Study Population

The villages were selected depending on cultural homogeneity with respect to occupation, socio-economic condition and environment. Thus, the main occupation of the villagers was fishing. For this study a total of 719 subjects from fishing community of both sexes were selected from nine contiguous villages with age ranging from 18 to 77 years. Out of total subjects 347 were male and 372 were female respondents. Given the purpose of the study, a complete enumeration of the villages consisting of 537 fishermen households was done. The vast majority of the study population was illiterate and belonged to lower earning group. Thus, they belonged to low socio-economic class.

### 2.3 Socio-Demographic Variables

Information on age, occupation, income and educational status were obtained from all the subjects with the help of pre-tested questionnaire. Using the questions related to economic conditions of the households, monthly earnings from principal occupation were considered. Per Capita Monthly Income (PCMI) was calculated through dividing monthly income by total number of households.

### 2.4 Anthropometry Variables

Anthropometric measurements were obtained from the adult members ( 18 year to 77 years) of the fishing community following the standard method (Weiner \& Lourie, 1981) by trained investigators. According to this method, the body weight (in Kg.) was taken on a spring weighing machine, asking the subject to stand on it with an erect posture with light apparels. Height was measured along the vertical distance from the floor to the vertex using an anthropometer, taking care that it was kept absolutely vertical. Reading in centimeter ( cm ) and its fraction was then recorded. Circumferential (mid upper arm, waist and hip circumference, chest and calf) body dimensions were measured with a non-elastic tape. Measurements of Biceps, triceps, supra-iliac, sub-scapular, abdomain and
calf skinfolds were taken using Harpenden skinfold caliper following standard techniques as recommended by (Weiner \& Lourie, 1981).

### 2.5 Physiologic Variables

After the subject was allowed to rest for ten minutes, measurements of blood pressure were taken with the help of mercury sphygmomanometer in a sitting position with the right forearm placed horizontal on the table. An appropriate size cuff was fitted on the arm of the subject. Then the readings were taken as recommended by the American Heart Association, 1981. The pulse rate was measured for 60 seconds. All measurements were based on three consecutive measurements and an average value was taken to avoid the technical error.

## 3. Methods

Let $X$ and $Y$ are two sets of variables. Suppose p variables in set 1: $X:\left(X_{1}, X_{2}, X_{3}, X_{4}, \ldots \ldots, X_{p}\right)$ and $q$ variables in set 2: $Y:\left(Y_{1}, Y_{2}, Y_{3}, Y_{4}, \ldots \ldots, Y_{q}\right)$ where $p \leq q$. Define a set of linear combinations named $U$ and $V$, where $U$ and $V$ corresponds to the set of linear combinations from $X$ and $Y$ respectively. Each member of $U$ will be paired with a member of $V$. Such that $U_{1}$ is linear combination of the $p X$ variables and $V_{1}$ is the linear combination of the $q Y$ variables. Similarly $U_{2}$ is a linear combination of the $p X$ variables and $V_{2}$ is the linear combination of the $q Y$ variables and so on.
More generally,

$$
\begin{aligned}
& U_{1}=a_{11} X_{1}+a_{12} X_{2}+\ldots \ldots+a_{1 p} X_{p} \\
& U_{2}=a_{21} X_{1}+a_{22} X_{2}+\ldots \ldots+a_{2 p} X_{p} \\
& \ldots \\
& U_{s}=a_{s 1} X_{1}+a_{s 2} X_{2}+\ldots \ldots+a_{s p} X_{p}
\end{aligned}
$$

and

$$
\begin{aligned}
& V_{1}=b_{11} Y_{1}+b_{12} Y_{2}+\ldots \ldots+b_{1 p} Y_{q} \\
& V_{2}=b_{21} Y_{1}+b_{22} Y_{2}+\ldots \ldots+b_{2 p} Y_{q} \\
& \ldots \\
& V_{s}=b_{s 1} Y_{1}+b_{s 2} Y_{2}+\ldots \ldots+b_{s p} Y_{q}
\end{aligned}
$$

The $r^{t h}$ pair of canonical variables is the pair of linear combinations $U_{r}=(a(r))^{T} X$ and $V_{r}=(b(r))^{T} Y$, each has unit variance and uncorrelated with the first $(r-1)$ pairs of canonical variables and having maximum correlation.

The correlation between $U_{i}$ and $V_{i}$ is calculated from the following formula

$$
\rho_{i}=\frac{\operatorname{cov}\left(U_{i}, V_{i}\right)}{\sqrt{\operatorname{var}\left(U_{i}\right) \operatorname{var}\left(V_{i}\right)}}
$$

$U_{1}$ and $V_{1}$ is called the first canonical variables and their correlation $\rho_{1}=\operatorname{corr}\left(U_{1}, V_{1}\right)$ is called the first canonical correlation (http://onlinecourses.science.psu.edu/stat505/nod/63).

### 3.1 Two Sets of Variables

Set-1. Physiologic: Systolic Blood Pressure (SBP), Diastolic Blood Pressure (DBP) and Pulse Rate (PR).
Set-2. Anthropometry: Age, Weight (WT), Height (HT), Biacromial Diameter (BAD), Biiliac Diameter (BID), Anterior Posterior Chest (APC), Transvarse Chest (TVC), Chest Circumference Normal (CCN), Mid Upper Arm Circumference (MUAC), Waist Circumference (WC), Hip Circumference (HIPC), Calf Circumference (CC), Skinfold Biceps (SKB), Skinfold Triceps (SKT), Skinfold Subscapular (SKS), Skinfold Suprailliac (SKI), Skinfold Abdomain (SKA), Skinfold Calf (SKC) and Fat Mass (FM).

## 4. Results

Table 1 shows the descriptive statistics i.e. minimum, maximum, mean, and standard deviations of each variable of two sets. In this study the average systolic and diastolic blood pressures are found to be $(114.28 \pm 14.92)$ and $(75.89 \pm 11.41)$ respectively while average pulse rate was $(78.354 \pm 9.90)$. The averages for other variables can be described in a similar way. Among all the variables the variability in physiologic variables are high due to more variability in age.

Table 1. Descriptive statistics among the variables of two sets

| Variables | Minimum | Maximum | Mean | Std. Deviation |
| :--- | :---: | :---: | :---: | :---: |
| Set-1 |  |  |  |  |
| SBP | 84 | 187 | 114.28 | 14.92 |
| DBP | 49 | 124 | 75.89 | 11.41 |
| PR | 48 | 108 | 78.35 | 9.90 |
| Set-2 |  |  |  |  |
| AGE | 18 | 77 | 35.29 | 12.73 |
| HT | 132.8 | 177.5 | 155.42 | 8.56 |
| WT | 29.0 | 87.0 | 46.44 | 8.37 |
| BAD | 25.2 | 49.6 | 34.42 | 2.82 |
| BID | 14.5 | 44.5 | 25.02 | 1.82 |
| APC | 11.6 | 23.5 | 16.50 | 2.00 |
| TVC | 17.2 | 31.7 | 23.25 | 2.20 |
| CCN | 62.0 | 104.0 | 78.36 | 6.24 |
| MUAC | 12.9 | 33.0 | 23.44 | 2.51 |
| WC | 26.0 | 96.6 | 67.41 | 7.32 |
| HIPC | 61.5 | 104.2 | 81.57 | 5.55 |
| CC | 20.2 | 42.7 | 29.60 | 2.74 |
| SKB | 2.0 | 17.0 | 3.66 | 2.09 |
| SKT | 2.0 | 30.7 | 7.80 | 4.29 |
| SKS | 4.0 | 37.0 | 11.07 | 4.90 |
| SKI | 2.0 | 34.7 | 8.87 | 5.01 |
| SKA | 3.0 | 36.7 | 11.72 | 6.32 |
| SKC | 2.0 | 34.3 | 7.85 | 4.03 |
| FM | 2.0 | 27.2 | 9.02 | 4.03 |

Table 2 provides the bivariate correlations among all the variables in the two sets. Most of them are positively correlated with high significance $(p<0.001)$ and few variables are negatively correlated and are also significant ( $p<0.05$ ). Out of twenty-two variables only nine are significantly associated with age ( $p<0.05$ ). Except age, all the variables are significantly correlated with WT. The variables CCN, MUAC, HIPC and CC are strongly associated ( $r>0.80$ ) with it. Also APC, TVC, CCN, MUAC, WC, HIPC and CC are highly correlated with themselves. All skinfold variables are positively associated among themselves. From the table we can see that eleven variables are negatively correlated with PR but eight variables are not significantly related with it. Systolic and Diastolic blood pressures are significantly ( $p<0.01$ ) correlated with all the variables in the two sets.

Table 2. Correlation coefficient (r) among the variables of two sets

|  | AGE | HT | WT | BAD | BID | APC | TVC | CCN | MUAC | WC | HIPC | CC | SKB | SKT | SKS | SKI | SKA | SKC | FM | SBP | DBP |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| HT | 0.05 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| WT | 0.08 | 0.69 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BAD | 0.03 | 0.81 | 0.69 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BID | 0.16 | 0.39 | 0.52 | 0.39 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| APC | 0.20 | 0.58 | 0.71 | 0.57 | 0.33 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| TVC | 0.08 | 0.65 | 0.75 | 0.73 | 0.38 | 0.71 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| CCN | 0.09 | 0.47 | 0.83 | 0.56 | 0.45 | 0.71 | 0.74 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| MUAC | 0.15 | 0.40 | 0.83 | 0.46 | 0.41 | 0.57 | 0.55 | 0.72 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |
| WC | 0.26 | 0.36 | 0.78 | 0.42 | 0.43 | 0.65 | 0.62 | 0.80 | 0.76 | 1 |  |  |  |  |  |  |  |  |  |  |  |
| HIPC | 0.09 | 0.38 | 0.82 | 0.38 | 0.50 | 0.49 | 0.54 | 0.78 | 0.74 | 0.74 | 1 |  |  |  |  |  |  |  |  |  |  |
| CC | 0.03 | 0.58 | 0.86 | 0.62 | 0.43 | 0.62 | 0.65 | 0.71 | 0.77 | 0.68 | 0.70 | 1 |  |  |  |  |  |  |  |  |  |
| SKB | 0.03 | -0.15 | 0.34 | -0.10 | 0.25 | 0.15 | 0.12 | 0.40 | 0.46 | 0.44 | 0.54 | 0.28 | 1 |  |  |  |  |  |  |  |  |
| SKT | 0.04 | -0.30 | 0.18 | -0.27 | 0.16 | 0.05 | -0.03 | 0.26 | 0.36 | 0.36 | 0.45 | 0.16 | 0.80 | 1 |  |  |  |  |  |  |  |
| SKS | 0.03 | -0.05 | 0.44 | 0.01 | 0.25 | 0.34 | 0.26 | 0.52 | 0.55 | 0.57 | 0.59 | 0.36 | 0.74 | 0.78 |  |  |  |  |  |  |  |
| SKI | 0.14 | 0.01 | 0.49 | 0.04 | 0.29 | 0.36 | 0.29 | 0.52 | 0.57 | 0.62 | 0.61 | 0.41 | 0.69 | 0.73 | 0.80 | 1 |  |  |  |  |  |
| SKA | 0.22 | 0.07 | 0.54 | 0.11 | 0.34 | 0.41 | 0.30 | 0.53 | 0.60 | 0.64 | 0.62 | 0.45 | 0.62 | 0.63 | 0.76 | 0.85 | 1 |  |  |  |  |
| SKC | -0.06 | -0.30 | 0.18 | -0.27 | 0.13 | -0.01 | -0.08 | 0.23 | 0.32 | 0.30 | 0.45 | 0.19 | 0.73 | 0.80 | 0.68 | 0.63 | 0.56 | 1 |  |  |  |
| FM | 0.29 | 0.06 | 0.66 | 0.14 | 0.41 | 0.39 | 0.34 | 0.66 | 0.64 | 0.71 | 0.78 | 0.52 | 0.64 | 0.60 | 0.66 | 0.68 | 0.72 | 0.59 | 1 |  |  |
| SBP | 0.22 | 0.27 | 0.42 | 0.33 | 0.25 | 0.42 | 0.39 | 0.45 | 0.38 | 0.43 | 0.37 | 0.35 | 0.19 | 0.11 | 0.27 | 0.27 | 0.31 | 0.08 | 0.35 | 1 |  |
| DBP | 0.23 | 0.17 | 0.39 | 0.24 | 0.21 | 0.36 | 0.32 | 0.42 | 0.38 | 0.45 | 0.37 | 0.32 | 0.27 | 0.20 | 0.33 | 0.33 | 0.35 | 0.16 | 0.40 | 0.78 | 1 |
| PR | -0.05 | -0.24 | -0.15 | -0.19 | 0.03 | -0.18 | -0.20 | -0.10 | -0.15 | -0.05 | -0.05 | -0.12 | 0.13 | 0.16 | 0.04 | 0.05 | 0.04 | 0.19 | 0.09 | 0.07 | 0.10 |

Table 3 contains information about the eigenvalues, percentage of variance, canonical correlation and its square. Square of canonical correlation reveals that $32.43 \%$ of the variation in $V_{1}$ is explained by the variation in $U_{1}$ and $13.85 \%$ of the variation in $V_{2}$ is explained by $U_{2}$ whereas only $3.19 \%$ of the variation in $V_{3}$ is explained by $U_{3}$. Out
of the three canonical correlations only two are significant as tested by Wilks Lambda Test (discussed below). The first canonical correlation is very important as $71.25 \%$ of the maximum variance is shared in the first canonical function whereas the second function deals with the residual variance left from the first. On the other hand the first canonical eigenvalue is 0.4799 which reflects the proportion of variance explained by first canonical correlation. Also the second and third eigen canonical values are 0.1607 and 0.0329 respectively which reveals the proportion of variation by the second and third canonical correlations respectively. It is interesting to note that the first two canonical correlations explain $95.11 \%$ of variance.

Table 3. Eigen values and canonical correlations

| Root No. | Eigen Value | Percentage | Cum. Percentage | Canonical Correlation | Square can. Correlation |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.4799 | 71.25 | 71.25 | 0.5694 | 0.3243 |
| 2 | 0.1607 | 23.86 | 95.11 | 0.3721 | 0.1385 |
| 3 | 0.0329 | 4.89 | 100.00 | 0.1785 | 0.0319 |

Test of dimensionality is usually done for testing the significance of dimensions. In general, the number of canonical dimensions is equal to the number of variables in the smaller set; however, the number of significant dimensions may be even smaller. Here dimension reduction analysis has been done using Wilks Lambda Test and is shown in Table 4. This test revealed that all the three dimensions are significant (Wilks $L=0.5636, F=7.37, P=0$ ), when they are taken together. Also dimensions 2 and 3 (combined) are significant (Wilks $L=0.8341, F=3.68, P=0$ ), but the last dimension 3 is not significant ( $p=0.153$ ). It shows that there are only two significant dimensions (the first and the second).

Table 4. Dimension reduction analysis (multivariate test of significance)

| Root No. | Wilks. L | F-value | $D f_{1}$ | Df $_{2}$ | P-Values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $[1-3]$ | 0.5636 | 7.73 | 57 | 2097.06 | 0 |
| $[2-3]$ | 0.8341 | 3.68 | 36 | 1396.00 | 0 |
| $[3-3]$ | 0.9681 | 1.35 | 17 | 699.00 | 0.153 |

Table 5 presents the raw canonical coefficients (weights) given to the variables of two sets which maximize the canonical correlations between two sets. The magnitudes of canonical coefficients are used to assess the relative importance of individual variables in a canonical variate. These magnitudes represent the contribution of the individual variables to the corresponding canonical variable. These magnitudes also depend on the variances of the corresponding variates. In anthropometric set the contribution of APC and MUAC to the first canonical variate is relatively more than others. Also the contribution due to BAD, BID and SKS cannot be ignored. In the physiologic set, the weights for SBP and DBP are positive in first dimension while it is negative for PR. In second dimension weights given to DBP and PR are positive but negative for SBP.
In this coefficient table SBP and DBP contribute positive role to create the canonical variate but PR plays an inverse role in first dimension. For example, consider the independent variable WT, a one unit increase in WT leads to a 0.0126 unit decrease in the score on the first dependent canonical variate $\left(V_{1}\right)$ when the other variables in the model are held constant.

Table 5. Raw canonical coefficient of Set-1 and Set-2

| Physiologic Variables (Set-1) |  |  |  |
| :--- | :---: | :---: | :---: |
|  | Dimension 1 | Dimension 2 | Dimension 3 |
| SBP | 0.0411 | -0.0219 | 0.0970 |
| DBP | 0.0325 | 0.0636 | -0.1217 |
| PR | -0.0451 | 0.0819 | 0.0394 |
| Anthropometric Variables (Set-2) |  |  |  |
| AGE | 0.0235 | -0.0075 | -0.0262 |
| HT | 0.0070 | -0.0344 | 0.0541 |
| WT | -0.0126 | -0.0469 | -0.0957 |
| BAD | 0.0621 | 0.1490 | 0.0728 |
| BID | -0.0659 | 0.1207 | 0.2543 |
| APC | 0.1262 | -0.0468 | 0.1802 |
| TVC | 0.0466 | -0.1452 | -0.0232 |
| CCN | 0.0318 | 0.0165 | 0.1002 |
| MUAC | 0.1135 | -0.2435 | -0.3190 |
| WC | 0.0071 | 0.0857 | -0.0366 |
| HIPC | 0.0354 | -0.0573 | -0.0245 |
| CC | -0.0440 | 0.0649 | 0.1106 |
| SKB | 0.0044 | 0.1643 | -0.0694 |
| SKT | -0.0293 | -0.0013 | 0.0771 |
| SKS | 0.0603 | -0.0315 | -0.0723 |
| SKI | -0.0122 | -0.0070 | -0.1211 |
| SKA | -0.0020 | 0.0243 | 0.0839 |
| SKC | -0.0242 | 0.0390 | 0.0175 |
| FM | -0.0079 | 0.1719 | 0.1372 |

Table 6 shows the correlations between observed variables and their own canonical variates (i.e. canonical loading) for all the three dimensions. In the first dimension physiologic variables SBP and DBP have high canonical loadings, exceeding 0.8 ; resulting in the high shared variance ( 0.707 ), while for PR it is negative one. This indicates a high intercorrelation between the two variables and suggests that both, or either, measures are representative of the effects of physiological variables. In the anthropometric set of dimension 1, canonical loading ranges from 0.0389 to 0.8358 . In this table it is observed that six variables WT, APC, TVC, CCN, MUAC and WC have high loading values, exceeding 0.77 , which indicates that these variables have definite influence on the canonical variate $\left(U_{1}\right)$. Similarly for second dimension canonical loading for SKB, SKT, SKS, SKI, SKA, SKC and FM is more as compared to other variables and so their relative contribution is more to canonical variate $\left(U_{2}\right)$

Table 6. Correlation between observed variables and their own canonical variables (canonical loading)

|  | Physiologic Variables (Set-1) |  |  |
| :--- | :---: | :---: | :---: |
|  | Dimension 1 | Dimension 2 | Dimension 3 |
| SBP | 0.8736 | 0.2945 | 0.3874 |
| DBP | 0.8070 | 0.5490 | -0.2178 |
| PR | -0.3706 | 0.8601 | 0.3507 |
| Anthropometric Variables (Set-2) |  |  |  |
| AGE | 0.4254 | 0.1467 | -0.1781 |
| HT | 0.5929 | -0.4396 | 0.3990 |
| WT | $\mathbf{0 . 8 1 9 9}$ | 0.0631 | 0.1153 |
| BAD | 0.6587 | -0.2407 | 0.3638 |
| BID | 0.3791 | 0.2701 | 0.4203 |
| APC | $\mathbf{0 . 8 3 3 8}$ | -0.0729 | 0.2499 |
| TVC | $\mathbf{0 . 7 7 8 8}$ | -0.1614 | 0.2284 |
| CCN | $\mathbf{0 . 8 3 5 8}$ | 0.2097 | 0.1920 |
| MUAC | $\mathbf{0 . 7 7 4 9}$ | 0.0890 | -0.2743 |
| WC | $\mathbf{0 . 8 0 2 6}$ | 0.3865 | -0.1069 |
| HIPC | 0.6826 | 0.2985 | 0.0146 |
| CC | 0.6784 | 0.0483 | 0.1107 |
| SKB | 0.2688 | 0.6456 | -0.2532 |
| SKT | 0.1291 | 0.6317 | -0.2725 |
| SKS | 0.4739 | 0.5009 | -0.2609 |
| SKI | 0.4639 | 0.5094 | -0.2993 |
| SKA | 0.5312 | 0.5146 | -0.1226 |
| SKC | 0.0389 | 0.6524 | -0.2214 |
| FM | 0.5682 | 0.6562 | -0.0675 |

Table 7 contains the correlation coefficient (cross loading) values between the observed variable of one set with the canonical variate of other set. In dimension 1 the dependent variables SBP and DBP have high association with the canonical variate of opposite set. On the other side WT, APC, TVC, CCN, MUAC and WC exhibit high correlation with the other set (physiologic set) in the same dimension, thus having similar results compared to loading. Similarly in second dimension we can see that DBP and PR are more correlated with independent canonical variates and SKB, SKT, SKS, SKI, SKA, SKC and FM are comparatively more correlated with dependent canonical variate. These results reflect that there exists high shared variance between the two sets. In first dimension all variables have positive coefficients (except PR) i.e., a direct relationship. The six highest cross loadings of the first independent canonical variate correspond to the variables with highest loadings as well. Thus all relationships are direct except the one. Examining all the results (loading and cross loading) we can infer that the independent variables WT, APC, TVC, CCN, MUAC and WC have the maximum association with the dependent variables SBP and DBP and vice versa.

Table 7. Correlation between observed variables with the other canonical variables (canonical cross loading)

|  | Physiologic Variables (Set-1) |  |  |
| :--- | :---: | :---: | :---: |
|  | Dimension 1 | Dimension 2 | Dimension 3 |
| SBP | $\mathbf{0 . 4 9 7 5}$ | 0.1096 | 0.0692 |
| DBP | $\mathbf{0 . 4 5 9 5}$ | 0.2043 | -0.0389 |
| PR | -0.2110 | 0.3200 | 0.0626 |
| Anthropometric Variables (Set-2) |  |  |  |
| AGE | 0.2422 | 0.0546 | -0.0318 |
| HT | 0.3376 | -0.1636 | 0.0712 |
| WT | $\mathbf{0 . 4 6 6 9}$ | 0.0235 | 0.0206 |
| BAD | 0.3751 | -0.0896 | 0.0649 |
| BID | 0.2159 | 0.1005 | 0.0750 |
| APC | $\mathbf{0 . 4 7 4 8}$ | -0.0271 | 0.0446 |
| TVC | $\mathbf{0 . 4 4 3 4}$ | -0.0601 | 0.0408 |
| CCN | $\mathbf{0 . 4 7 5 9}$ | 0.0780 | 0.0343 |
| MUAC | $\mathbf{0 . 4 4 1 3}$ | 0.0331 | -0.0490 |
| WC | $\mathbf{0 . 4 5 7 0}$ | 0.1438 | -0.0191 |
| HIPC | 0.3887 | 0.1111 | 0.0026 |
| CC | 0.3863 | 0.0180 | 0.0198 |
| SKB | 0.1531 | 0.2402 | -0.0452 |
| SKT | 0.0735 | 0.2350 | -0.0487 |
| SKS | 0.2698 | 0.1864 | -0.0466 |
| SKI | 0.2642 | 0.1895 | -0.0534 |
| SKA | 0.3025 | 0.1915 | -0.0219 |
| SKC | 0.0222 | 0.2427 | -0.0395 |
| FM | 0.3236 | 0.2442 | -0.0121 |

Table 8 shows the redundancy index for independent and dependent canonical variates of first two canonical functions. Basically redundancy index provides a measure of ability of a set of independent variables (taken together) to explain the variation in a set of dependent variables (taken all at a time). From the table it can be seen that the redundancy index for the first dependent canonical variate is more than that for corresponding independent canonical variate. This is due to relatively low shared variance in the independent variables and not due to canonical correlation $\left(R^{2}\right)$.

Table 8. Redundancy analysis for independent and dependent canonical variates in first and second dimensions

| Variables | Squared Canonical <br> Loading | Redundancy | Squared Canonical <br> Loading |
| :--- | :---: | :---: | :---: | Redundancy

Redundancy analysis for second canonical function is rather different from that of first. This may due to low second canonical correlation ( 0.3721 ). Moreover both sets have low shared variance ( 0.0297 and 0.3759 for independent and dependent variables respectively). Though the second canonical function is statistically significant, it is not of practical significance (i.e. the variation explained is so small that it is not of practical importance) as it explains only a small proportion of variation in dependent variable's set and vice versa. Thus from redundancy analysis we found that only first function should be accepted.
Table 9 depicts the results of sensitivity analysis for independent set in which the canonical loadings are examined for their stability after deletion of independent variables one by one from the analysis. After deletion it is observed that the Eigen values, canonical correlations and redundancy are remarkably unchanged and consistent in each of the three cases, where AGE, HT, and BAD are removed respectively from the analysis.

Table 9. Sensitivity analysis

| Independent Variables | Complete Variates | Result after deletion of |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | AGE |  |  |  |
| Canonical Loading |  |  |  |  |
| Set-2 | 0.4254 | Deleted |  |  |
| AGE | 0.5929 | 0.6043 | Deleted | 0.4251 |
| HT | $\mathbf{0 . 8 1 9 9}$ | $\mathbf{0 . 8 4 1 5}$ | $\mathbf{0 . 8 2 0 2}$ | $\mathbf{0 . 8 2 0 0}$ |
| WT | 0.6587 | 0.6741 | 0.6583 | Deleted |
| BAD | 0.3791 | 0.3945 | 0.3795 | 0.3765 |
| BID | $\mathbf{0 . 8 3 3 8}$ | $\mathbf{0 . 8 5 4 8}$ | $\mathbf{0 . 8 3 3 7}$ | $\mathbf{0 . 8 3 7 2}$ |
| APC | $\mathbf{0 . 7 7 8 8}$ | $\mathbf{0 . 7 9 7 2}$ | $\mathbf{0 . 7 7 8 5}$ | $\mathbf{0 . 7 8 3 1}$ |
| TVC | $\mathbf{0 . 8 3 5 8}$ | $\mathbf{0 . 8 6 0 2}$ | $\mathbf{0 . 8 3 6 3}$ | $\mathbf{0 . 8 3 5 7}$ |
| CCN | $\mathbf{0 . 7 7 4 9}$ | $\mathbf{0 . 7 9 3 3}$ | $\mathbf{0 . 7 7 5 4}$ | $\mathbf{0 . 7 7 6 6}$ |
| MUAC | $\mathbf{0 . 8 0 2 6}$ | $\mathbf{0 . 8 2 6 5}$ | $\mathbf{0 . 8 0 3 6}$ | $\mathbf{0 . 8 0 0 5}$ |
| WC | 0.6826 | 0.7032 | 0.6833 | 0.6811 |
| HIPC | 0.6784 | 0.6964 | 0.6787 | 0.6800 |
| CC | 0.2688 | 0.2820 | 0.2702 | 0.2618 |
| SKB | 0.1291 | 0.1387 | 0.1305 | 0.1219 |
| SKT | 0.4739 | 0.4902 | 0.4750 | 0.4694 |
| SKS | 0.4639 | 0.4799 | 0.4652 | 0.4593 |
| SKI | 0.5312 | 0.5500 | 0.5324 | 0.5266 |
| SKA | 0.0389 | 0.0468 | 0.0403 | 0.0310 |
| SKC | 0.5682 | 0.5901 | 0.5696 | .5619 |
| FM | 0.4799 | 0.4466 | 0.4795 | 0.4750 |
| Eigen Values | 0.5694 | 0.5556 | 0.5693 | 0.5674 |
| Canonical Correlation (R) | 0.3243 | 0.3087 | 0.3241 | 0.3220 |
| Canonical Root (R2) | 12.10 | 12.52 | 12.15 | 11.89 |
| Redundancy |  |  |  |  |
| Set-1 | 0.8736 | $\mathbf{0 . 8 8 6 5}$ | $\mathbf{0 . 8 7 3 9}$ | $\mathbf{0 . 8 6 6 7}$ |
| SBP | 0.8070 | $\mathbf{0 . 8 1 2 9}$ | $\mathbf{0 . 8 0 8 9}$ | $\mathbf{0 . 7 9 6 9}$ |
| DBP | -0.3706 | -0.3471 | -0.3686 | -0.3880 |
| PR | 51.73 | 52.24 | 51.80 | 51.26 |
| Shared Variance | 16.78 | 16.12 | 16.79 | 16.51 |
| Redundancy |  |  |  |  |

Table 10 shows the results obtained from general linear model, considering WT, APC, TVC, CCN, MUAC and WC as independent variables and physiologic set as dependent variables. Result shows that only two variables CCN and WC among the independent set of variables are the most effective variables considering SBP, DBP and PR as physiologic variables in the model.

Table 10. General linear model

| Tests of Between-Subjects Effects |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Source | Dependent Variable | Type III Sum of Squares | df | Mean Square | F | Sig. |
| Corrected Model | SBP | 37593.78 | 6 | 6265.63 | 36.49 | 0.00 |
|  | DBP | 20436.80 | 6 | 3406.13 | 33.23 | 0.00 |
|  | PR | 5915.18 | 6 | 985.86 | 10.89 | 0.00 |
| Intercept | SBP | 2247.77 | 1 | 2247.77 | 13.09 | 0.00 |
|  | DBP | 469.80 | 1 | 469.80 | 4.58 | 0.03 |
|  | PR | 20543.96 | 1 | 20543.96 | 226.87 | 0.00 |
| WT | SBP | 0.47 | 1 | 0.47 | 0.00 | 0.96 |
|  | DBP | 104.95 | 1 | 104.95 | 1.02 | 0.31 |
|  | PR | 30.66 | 1 | 30.66 | 0.34 | 0.56 |
| APC | SBP | 1774.11 | 1 | 1774.11 | 10.33 | 0.00 |
|  | DBP | 313.17 | 1 | 313.17 | 3.06 | 0.08 |
|  | PR | 789.37 | 1 | 789.37 | 8.72 | 0.00 |
| TVC | SBP | 75.54 | 1 | 75.54 | 0.44 | 0.51 |
|  | DBP | 13.95 | 1 | 13.95 | 0.14 | 0.71 |
|  | PR | 1385.22 | 1 | 1385.22 | 15.30 | 0.00 |
| CCN | SBP | 1009.09 | 1 | 1009.09 | 5.88 | 0.02 |
|  | DBP | 435.79 | 1 | 435.79 | 4.25 | 0.04 |
|  | PR | 369.45 | 1 | 369.45 | 4.08 | 0.04 |
| MUAC | SBP | 28.06 | 1 | 28.06 | 0.16 | 0.69 |
|  | DBP | 194.81 | 1 | 194.81 | 1.90 | 0.17 |
|  | PR | 1311.98 | 1 | 1311.98 | 14.49 | 0.00 |
| WC | SBP | 1010.67 | 1 | 1010.67 | 5.89 | 0.02 |
|  | DBP | 2128.60 | 1 | 2128.60 | 20.77 | 0.00 |
|  | PR | 1148.08 | 1 | 1148.08 | 12.68 | 0.00 |
| Error | SBP | 122244.82 | 712 | 171.69 |  |  |
|  | DBP | 72976.80 | 712 | 102.50 |  |  |
|  | PR | 64473.09 | 712 | 90.55 |  |  |
| Total | SBP | 9550196.50 | 719 |  |  |  |
|  | DBP | 4234247.78 | 719 |  |  |  |
|  | PR | 4484498.00 | 719 |  |  |  |

Figure 1 represented the relationship among variables with canonical variables and the first pair of canonical variates.

Figure 2 and Figure 3 showed the scatter plots between first and second pairs of canonical variates respectively.


Figure 1. Relationship among variables with their canonical variables and first canonical correlation


Figure 2. Scatter plot between first pair of canonical variates


Figure 3. Scatter plot between second pair of canonical variates

## 5. Discussion

Cardiovascular disease is considered as the most significant disease. Many researchers have indicated the role of multiple factors causing cardiovascular diseases. Among them blood pressure and pulse rate are note-worthy. In this study we were trying to find out risk factors among the anthropometric variables influencing the physiologic set, which further cause cardiovascular diseases. These results are based on the subjects of fishermen community comprising of both the sexes. Based on the first two objectives of the study, the result reveals a significant relation between anthropometric set (all the variables taken together) and physiologic set (all the variables taken together) (shown in Table 3). This means that there is a very strong association between two multidimensional sets of variables. Among the physiologic variables there are no doubt that both blood pressures are highly associated between them. In case of pulse rate, there is least relation with systolic blood pressure and diastolic blood pressure. On the other hand among the anthropometric variables, WT CCN, MUAC, WC, CC and HIPC are consistent and strongly related with each other. FM is highly correlated with WT, CCN, MUAC, WC, HIPC and all skin folds. Also, BAD is highly correlated with HT. All skin fold variables are highly correlated among themselves. Rest of the variables in this set are in moderate relation but few of them give negative relation such as SKB, SKT, and SKC with HT; SKT, SKC and SKB with BAD and SKT and SKA with TVC. Low correlation could be attributed to few variables like AGE, BAD and BID and PR. Furthermore, both blood pressures systolic and diastolic are highly related with all the anthropometric variables while pulse rate is negatively related with most of the variables except BID and all skin folds. However canonical correlation result provides the positive relationship between the two sets. Also the variables WT, APC, TVC, CCN, MUAC and WC are the major contributor to anthropometric set and SBP and SDP are major contributor to physiologic set. Significant association between the two sets of variables indicates that variables of one set (taken together) affect variables of other set (taken together) and vice versa. Thus the role of risk factors comes into play. A risk factor is something that increases the chance of developing a disease, disorder or condition. Thus it is a considerable contrast result for this population as our study population consists of fishermen only. They are residing near sea and consume fish regularly. Here we have considered anthropometric variables as Potential risk factors for physiological variables and vise versa. In first the screening (using bivariate correlation) we found that they are in significant association with the physiologic variables. Using four consecutive steps: - canonical weight, canonical loading, cross canonical loading and redundancy analysis we found that anthropometric variables WT, APC, TVC, CCN, MUAC and WC have the maximum association with the physiologic variables SDP and SBP. Consequently confirmation of this result is done by applying sensitivity analysis and observed that similar results produced from this analysis. It is noted from dimension analysis that first two dimensions are very important to establish the relationships between two sets. Also from redundancy analysis we found that only first dimension was practically significant.
Later general linear model were fitted considering the most important anthropometric variables (WT, APC, TVC, CCN, MUAC and WC) as independent variables and physiologic set as dependent variables and from the result we found that CCN and WC (only two) variables out of six are significant.
Furthermore, multiple stepwise regression models were fitted taking SBP, DBP and PR as dependent variables with all anthropometric variables as independent variables. Result showed that the predictor's AGE, CCN, and APC were significant in the model when SBP was taken as dependent variable. When DBP was considered as dependent, predictor's AGE, CCN, WC and SKS were important and when pulse rate was considered as dependent variable the variables HT, BID, MUAC, SKC and FM are suitable in the model.
Apart from this, another interesting result is observed in the case of hypertensive subjects ( $\mathrm{SBP}>120 \mathrm{mmHg}$ and DBP $>80 \mathrm{mmHg}$ ). From the results of analysis (not shown here) we found that the predictors AGE, APC and CCN are significant when SBP is taken as dependent; WC and MUAC are significant for DBP and predictor AGE, HT, MUAC, WC and FM are significant when pulse rate is dependent (the results of this paragraph are for hypertensive subjects).

## 6. Limitation

Some limitations of the study may be noted. For example ages of few respondents were noted without birth records. Similarly behaviour of blood pressure may differ for different sexes which may not have been considered separately. Finally, it was a cross sectional study which often contains errors, inconsistencies in response or measurements, outlier etc. Although the investigators are aware of such type of problems and give their best effort to eliminate the problems.

## 7. Conclusion

Based on the canonical correlation analysis (a kind of multivariate analysis) on the available data we infer that these two sets are closely related with each other. It is to be noted that only six anthropometric variables, out of nineteen variables provide large contribution to this relationship. From general linear model we found that the variables CCN and WC were the most significant factors which influence the physiologic variables. Combining the two results of both analyses we can say that CCN and WC were the major influencing factors for blood pressure. But from multiple stepwise regression analysis we get different risk factors. Thus this model (CCA+GLM) would be appropriate for other population.
Also in hypertensive subjects the influencing factors were found different. So the normal values of the anthropometric indicators especially WT, APC, TVC, CCN, MUAC and WC may help the population in controlling blood pressure and further cardiovascular diseases.
For generalization we need to study different populations from different locations with respect to various socioeconomic and behavioural concomitants.

## References

Akhtar, M. S., Ansar, S. M., Abbas N., \& Ahmad, N. (2006). Study of blood pressure patterns versus serum lipid parameters in obese human subjects. Medical Journal of Islamic World Academic of Science, 16, 5-10.
American Heart Association. (1981). Part1: Report of subcommittee of postgraduate education committee recommendation for human blood pressure determination by sphygmomanometer. Circulation, 64, 501A-509B.
Arkwright, D. P., Beilin, L. J., Rouse, I. L., Arnstrong, K. B., \& Vandongen, R. (1982). Effect of alcohol use and other aspect of lifestyle on bold pressure levels and prevalence of hypertension in a working population. Circulation, 66(1), 60-66. http://dx.doi.org/10.1161/01.CIR.66.1.60
Badaruddoza, A., \& Kumar, R. (2009). Cardiovascular risk factor and familial aggregation of blood pressure with respect to anthropometric variables in a schedule caste population in Punjab. Anthropologischer Anzeiger, 67(2), 111-119. http://dx.doi.org/10.1127/0003-5548/2009/0014

Benetou, V., Bamia, C., Trichopoulos, D., Mountokalakis, T., Psaltopoulou, T., \& Trichopoulou, A. (2004). The association of body mass index and waist circumference with blood pressure depends on age and gender: a study of 10,928 non-smoking adults in the Greek EPIC cohort. European Journal of Epidemiology, 19(8), 803-809. http://dx.doi.org/10.1023/B:EJEP.0000036582.38987.ca
Bhat, B., Shenoy, J., Dutt, A., Kumar, S., Kalpana, B., Bhat, S., \& Shet, U. (2013). Influence of dietary habits on blood pressure in preadolescent boys of Coastal Karnataka. National journal of Physiology Pharmacy and Pharmacology, 3(1), 9-13. http://dx.doi.org/10.5455/njppp.2013.3.9-13
Bose, K., Ghosh, A., Roy, S., \& Gangopadhyay S. (2003). Blood pressure and waist circumference: an empirical study of the effects of waist circumference on blood pressure among Bengalee male jute mill workers of Belur, West Bengal, India. Journal of Physiologial Anthropology and Applied Human Science, 22(4), 169173. http://dx.doi.org/10.2114/jpa.22.169

Cassani, R. S. L., Nobre, F., Pazin-Fiho A., \& Schmidt, A. (2009). Relationship between blood pressure and anthropometry in cohort of Brazilian men: A cross-sectional study. American Journal of Hypertension, 22(9), 980-984. http://dx.doi.org/10.1038/ajh.2009.104
Cesana, G., Ferrario, M., Sega, R., Milesi C., De Vito, G., Mancia, G., \& Zanchetti, A. (1996). Job strain and ambulatory blood pressure levels in a populations-based employed sample of men in northern Italy. Scand Journal of Work, Environment \& Health, 22(4), 294-305. http://dx.doi.org/10.5271/sjweh. 144
Dalton, M., Cameron, A. J., Zimmet, P. Z., Shaw, J. E., Jolley, D., Dunstan, D. W., \& Welborn, T. A. (2003). Waist circumference, waist-hip ratio and body mass index and their correlation with cardiovascular disease risk factors in Australian adults. Journal of Internal Medicine, 254(6), 555-563. http://dx.doi.org/10.1111/j.1365-2796.2003.01229.x
Feldstein, C. A., Akopian, M., Olivieri, A. O., Kramer, A. P., Nasi, M., \& Garrido, D. (2005). A comparison of body mass index and waist-to-hip ratio as indicators of hypertension risk in an urban Argentine population: a hospital-based study. Nutrition, Metabolism and Cardiovascular Diseases, 15(4), 310-315. http://dx.doi.org/10.1016/j.numecd.2005.03.001

Gus, M., Fuchs, S. C., Moreira, L. B., Moraes, R. S., Wiehe, M., Silva, A. F., Albers, F., \& Fuchs, F. D. (2004). Association between different measurements of obesity and the incidence of Hypertension. American Journal of Hypertension, 17(1), 50-53. http://dx.doi.org/10.1016/j.amjhyper.2003.08.010
Gustat, J., Elkasabany, A., Srinivasan, S., \& Berenson, G. S. (2000). Relation of abdominal height to cardiovascular risk factors in young adults: the Bogalusa heart study. American Journal of Epidemiology, 151(9), 885-891. http://dx.doi.org/10.1093/oxfordjournals.aje.a010292
Haslam, D. W., \& James, W. P. (2005). Obesity. Lancet, 366(9492), 1197-209. Retrieved from http://onlinecourses.science.psu.edu/stat505/nod/63
James, W. P. (2008). The epidemiology of obesity: the size of the problem. Journal of Internal Medicine, 263(4), 336-352. http://dx.doi.org/10.1111/j.1365-2796.2008.01922.x
Kannel, W. B. (1985). Lipids, diabetes and coronary heart disease: Insights from the Framingham Study. American Hearth Journal, 10(5), 1100-1106. http://dx.doi.org/10.1016/0002-8703(85)90224-8

Kannel, W. B., Brand, N., Skinner, J. J., Dawber, T. R., \& McNamara, P. M. (1967). The relation of adiposity to blood pressure and development of hypertension: The Framingham study. Annals of Internal Medicine, 67(1), 48-59. http://dx.doi.org/10.7326/0003-4819-67-1-48
Kaur, M., \& Kochar, G. K. (2010). Impact of anaemia on morpho-physiological variables of rural Jat women. Journal of Life Sciences, 2(1), 17-20.

Kim, J., Meade, T., \& Haines, A. (2006). A skinfold thickness, body mass index, and fatal coronary heart disease: 30 years follow up of the Northwick Park heart study. Journal of Epidemiology and Community Health, 60(3), 275-279. http://dx.doi.org/10.1136/jech.2005.042200
Kopelman, P. G. (2000). Obesity as a medical problem. Nature, 404(6778), 635-43.
Kris-Etherton, P. M., Harris, W. S, \& Appel, L. J. (2002). Fish consumption, fish oil, Omega-3 fatty acid and cardiovascular disease. Circulation, 106(21), 2747-2757. http://dx.doi.org/10.1161/01.CIR.0000038493.65177.94
Lee, C. M., Huxley, R. R., Wildman, R. P., \& Woodward, M. (2008). Indices of abdominal obesity are better discriminators of cardiovascular risk factors than BMI: a meta-analysis. Journal of Clinical Epidemiology, 61(7), 646-653. http://dx.doi.org/10.1016/j.jclinepi.2007.08.012
Melby, C. L., Goldflies, D. G., \& Hyner, G. C. (1991). Blood pressure and anthropometric differences in regularly exercising and non exercising black adults. Clinical and Experimental Hypertensions A, 13(6-7), 1233-1248. http://dx.doi.org/10.3109/10641969109042125
Mitchell, B. D., Kammerer, C. M., Blangero, J., Mahaney, M. C., Rainwater, D. L., Dyke, B., ... MacCluer, J. W. (1996). Genetic and environmental contribution to cardiovascular risk factors in Mexican Americans: The San Antonio Family Heart Study. Circulation, 94(9), 2159-2170. http://dx.doi.org/10.1161/01.CIR.94.9.2159
Mueller, W. H., Wear, M. L., Hanis, C. L., Emerson, J. B., Barton, S. A., Hewett-Emmett, D., \& Schull, W. J. (1991). Which measurement of body fat distribution is best for epidemiologic research? American Journal of Epidemiology, 133(9), 858-869.
Peixoto, M. R., Benicio, M. H., Latorre, M. R., \& Jardim, P. C. (2006). Waist circumference and body mass index as predictors of hypertension. Arquivos Brasileiros de Cardiologia, 87(4), 462-470. http://dx.doi.org/10.1590/S0066-782X2006001700011

Sangi, H., Mueller, W. H., Harrist, R. B., Rodriguez, B., Grunbaum, J. G., \& Labarthe, D. R. (1992). Is body fat distribution associated with cardiovascular risk factors in childhood? Annals of Human Biology, 19(6), 559-578. http://dx.doi.org/10.1080/03014469200002382
Stamler, J., Stamler, R., \& Neaton, J. D. (1993). Blood pressure systolic and diastolic and cardiovascular risk US population data. Archives of Internal Medicine, 153(5), 598-615. http://dx.doi.org/10.1001/archinte.1993.00410050036006
The Obesity in Asia Collaboration. (2008). Is central obesity a better discriminator of the risk of hypertension than body mass index in ethnically diverse populations? Journal of Hypertension, 26(2), 169-177. http://dx.doi.org/10.1097/HJH.0b013e3282f16ad3

Vasan, R. S., Larson, M. G., Leip, E. P., Evans, J. C., O’Donnell, C. J., Kannel, B., \& Levy, D. (2001). Impact
of High-Normal blood pressure on the risk of cardiovascular disease. The New England Journal of Medicine, 345(18), 1291-1297. http://dx.doi.org/10.1056/NEJMoa003417

Weiner, J. S., \& Lourie, J. A. (1981). Practical Human Biology. New York, USA: Academic Press.
Yu, Z., Nissinen, A., Vartiainen, E., Song, G., Guo, Z., \& Tians, H. (2000). Changes cardiovascular risk factors in different socio-economic groups: Seven years trends in Chinese urban population. Journal of Epidemiology and Community Health, 54(9), 692-696. http://dx.doi.org/10.1136/jech.54.9.692
Zhao, W. H., Xu, H. Q., Zhang, X., Wang, J. I., Yin, C. C., Li, M., \& Chen, J. S. (2000). The association of BMI and WHR on blood pressure levels and prevalence of hypertension in middle aged and elderly people in rural China. Biomedical and Environmental Sciences, 13(3), 189-197.

## Copyrights

Copyright for this article is retained by the author(s), with first publication rights granted to the journal.
This is an open-access article distributed under the terms and conditions of the Creative Commons Attribution license (http://creativecommons.org/licenses/by/3.0/).

