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#### Abstract

For paired comparisons, we propose a measure to represent the degree of departure from the extended Bradley-Terry model. The measure is expressed by using the Kullback-Leibler information and it ranges between 0 and 1. The measure is applied to the win-loss standings of professional baseball league in Japan.
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## 1. Introduction

Consider the athletic competitions with the outcome for the play of any two teams of $R$ teams, namely a set of data from $R(R-1) / 2$ paired comparison. Let $\pi_{i j}$ for $i \neq j$ denote the probability that team $i$ defeats team $j$ when team $i$ plays team $j$. Note that $\pi_{j i}=1-\pi_{i j}$ for $i<j$; that is, a tie cannot occur.
The Bradley-Terry (BT) model is defined by

$$
\pi_{i j}=\frac{\delta_{i}}{\delta_{i}+\delta_{j}} \quad \text { for } \quad i \neq j
$$

This may be expressed by

$$
G_{i j k}=G_{k j i} \quad \text { for } \quad i<j<k
$$

where

$$
G_{i j k}=\pi_{i j} \pi_{j k} \pi_{k i}, \quad G_{k j i}=\pi_{k j} \pi_{j i} \pi_{i k} ;
$$

see Bradley and Terry (1952), and Tahata, Miyamoto and Tomizawa (2004).
Assume that $R$ teams are arranged in an order, for example, in order of ranking. The extended Bradley-Terry (EBT) model is defined by

$$
\pi_{i j}=\frac{\gamma \delta_{i}}{\gamma \delta_{i}+\delta_{j}} \quad \text { for } \quad i<j
$$

This may be expressed as

$$
G_{i j k}=\gamma G_{k j i} \quad \text { for } \quad i<j<k
$$

see Davidson and Beaver (1977), and Agresti (1990, p. 373). A special case of this model obtained by putting $\gamma=1$ is the BT model. This model indicates that for the plays of any two teams of teams $i, j$ and $k$, the probability that team $i$ defeats team $j$, team $j$ defeats team $k$, and team $k$ defeats team $i$, is $\gamma$ times higher than the probability that $k$ defeats $j, j$ defeats $i$, and $i$ defeats $k$.
For square tables with nominal categories, in which cells on the main diagonal are empty, Tahata et al. (2004) proposed the measures to represent the degree of departure from the BT model. We are interested in considering a measure which represents the degree of departure from the EBT model for square tables with ordered categories.
Section 2 proposes the measure to represent the degree of departure from the EBT model. Section 3 gives the approximate confidence interval for the measure. Section 4 shows examples.

## 2. Measure

Let for $i<j<k$,

$$
G_{i j k}^{(1)}=\frac{G_{i j k}}{\sum_{s<t<u} G_{s t u}}, \quad G_{i j k}^{(2)}=\frac{G_{k j i}}{\sum_{s<t<u} G_{u t s}}
$$

where

$$
\sum_{s<t<u} G_{s t u} \neq 0, \quad \sum_{s<t<u} G_{u t s} \neq 0, \quad G_{i j k}+G_{k j i} \neq 0
$$

The EBT model may be expressed as

$$
G_{i j k}^{(1)}=G_{i j k}^{(2)} \quad \text { for } \quad i<j<k .
$$

Denote any probabilities having the structure of EBT by $\left\{q_{i j}\right\}$ with $q_{i j}+q_{j i}=1$. Then denote $\left\{G_{i j k}^{(t)}\right\}$ with $\left\{\pi_{i j}\right\}$ replaced by $\left\{q_{i j}\right\}$, by $\left\{Q_{i j k}^{(t)}\right\}, t=1,2$. Thus

$$
Q_{i j k}^{(1)}=Q_{i j k}^{(2)}\left(=Q_{i j k}^{E B T}\right) \quad \text { for } \quad i<j<k
$$

Consider a measure defined by

$$
\begin{equation*}
\Psi=\frac{1}{2 \log 2} \min _{\left\{Q_{i j k}^{E B T}\right\}} \sum_{t=1}^{2} I\left(\left\{G_{i j k}^{(t)}\right\} ;\left\{Q_{i j k}^{E B T}\right\}\right), \tag{1}
\end{equation*}
$$

where

$$
I\left(\left\{a_{i j k}\right\} ;\left\{b_{i j k}\right\}\right)=\sum_{i<j<k} a_{i j k} \log \left(\frac{a_{i j k}}{b_{i j k}}\right),
$$

being the Kullback-Leibler information. Then we can see that $Q_{i j k}^{E B T}$ satisfying (1) are $\bar{Q}_{i j k}^{E B T}=\left(G_{i j k}^{(1)}+G_{i j k}^{(2)}\right) / 2$ for $i<j<k$. Thus, the measure can be expressed as

$$
\Psi=\frac{1}{2 \log 2} \sum_{t=1}^{2} I\left(\left\{G_{i j k}^{(t)}\right\} ;\left\{\frac{G_{i j k}^{(1)}+G_{i j k}^{(2)}}{2}\right\}\right) .
$$

We see that (i) $0 \leq \Psi \leq 1$, (ii) $\Psi=0$ if and only if the EBT model holds, and (iii) $\Psi=1$ if and only if the degree of departure from the EBT model is maximum, in the sense that $G_{i j k}^{(1)}=0$ (then $G_{i j k}^{(2)}>0$ ) for some $i<j<k$ and $G_{i j k}^{(2)}=0$ (then $G_{i j k}^{(1)}>0$ ) for the other $i<j<k$. The maximum degree of departure from EBT can also be expressed as $G_{i j k} /\left(G_{i j k}+G_{k j i}\right)=0$ for some $i<j<k$ and $G_{k j i} /\left(G_{i j k}+G_{k j i}\right)=0$ for the other $i<j<k$. Namely, $\Psi=1$ indicates that for any three teams of $R$ teams, the conditional probability that team $i$ defeats team $j$, team $j$ defeats team $k$, and team $k$ defeats team $i$ on conditional that $i$ defeats $j, j$ defeats $k$ and $k$ defeats $i$, or $i$ defeats $k, k$ defeats $j, j$ defeats $i$, is 0 or 1 . We shall refer to this situation as "strongest stochastic three way deadlock". Note that from the assumption, $G_{i j k}^{(1)}=0$ for all $i<j<k$ and $G_{i j k}^{(2)}=0$ for all $i<j<k$ are excluded from the strongest stochastic three way deadlock. Moreover, since $\Psi=1$ indicates that $G_{i j k}^{(1)} / G_{i j k}^{(2)}=0$ for some $i<j<k$ and $G_{i j k}^{(1)} / G_{i j k}^{(2)}=\infty$ for the other $i<j<k$, it seems appropriate to consider that then the degree of departure from EBT (i.e., from $G_{i j k}^{(1)} / G_{i j k}^{(2)}=1$ for $i<j<k$ ) is the largest.

## 3. Approximate Confidence Interval for Measure

Consider a set of data from $R(R-1) / 2$ paired comparison experiments for $R$ treatments. Let $r_{i j}$ be the number of comparisons for the treatment pair $(i, j)$, and $n_{i j}$ the number that the treatment $i$ exceeds the treatment $j$ in the $r_{i j}$ comparisons. We assume that there is no tie, i.e., $r_{i j}=r_{j i}=n_{i j}+n_{j i}$. The probability for $\left\{n_{i j}\right\}, i \neq j$, is then the product of $R(R-1) / 2$ binomials. The sample version of $\Psi$, i.e., $\hat{\Psi}$, is given by $\Psi$ with $\left\{\pi_{i j}\right\}$ replaced by $\left\{\hat{\pi}_{i j}\right\}$, where $\hat{\pi}_{i j}=n_{i j} / r_{i j}$. Using the
delta method (Bishop, Fienberg and Holland, 1975, sec.14.6), $\hat{\Psi}$ has asymptotically a normal distribution with mean $\Psi$ and variance $\sigma^{2}[\hat{\Psi}]$. The $\sigma^{2}[\hat{\Psi}]$ is given in Appendix 1 .
Let $\hat{\sigma}^{2}[\hat{\Psi}]$ denote $\sigma^{2}[\hat{\Psi}]$ with $\left\{\pi_{i j}\right\}$ replaced by $\left\{\hat{\pi}_{i j}\right\}$. Then, $\hat{\sigma}[\hat{\Psi}] / \sqrt{n}$ is an estimated approximate standard error for $\hat{\Psi}$, and $\hat{\Psi} \pm z_{p / 2} \hat{\sigma}[\hat{\Psi}] / \sqrt{n}$ is an approximate $100(1-p)$ percent confidence interval for $\Psi$, where $z_{p / 2}$ is the percentage point from the standard normal distribution corresponding to a two-tail probability equal to $p$.

## 4. Examples

Table 1 gives the results of professional baseball league in Japan in 2008 and 2011. These data are obtained from the official website of Japan Professional Baseball (http://www.npb.or.jp/). The categories have the ranking in these years. Namely, for the data in Table 1a, the first is Giants, the second is Tigers and so on. For example, from Giants's perspective, the (Giants, Tigers) result in 2008 correspond to 14 successes and 10 failures in 24 trials.
<Table 1>
The estimated measure $\hat{\Psi}$ are 0.137 for the data in Table 1a and 0.081 for the data in Table 1 b . The approximate $95 \%$ confidence interval for $\Psi$ are $(0.014,0.259)$ with standard error 0.063 for the data in Table 1a and $(-0.021,0.184)$ with standard error 0.052 for the data in Table 1b. Since the confidence interval for $\Psi$ applied to the data in Table 1a do not contain zero, this would indicate that there is not a structure of EBT between the teams in Central league in 2008. On the other hand, since the confidence interval for the measure applied to the data in Table 1 b contains zero, this would indicate that there is a structure of EBT between the teams in Central league in 2011; or if this is not the case, then it indicates that the degree of departure from the EBT model is slight.
When the degrees of departure from the EBT model in Tables 1 a and 1 b are compared using the estimated measures $\hat{\Psi}$, it is greater for Table 1a than for Table 1b. Namely, the data in Table 1a rather than in Table 1b is estimated to be close to the maximum departure from the EBT model.

## 5. Discussions

Consider an $R \times R$ square contingency table with same ordinal row and column classifications. Let $p_{i j}$ denote the probability that an observation will fall in the $i$ th row and the $j$ th column of the table ( $i=1, \ldots, R ; j=1, \ldots, R$ ). Tomizawa (1984) proposed the extended quasi-symmetry (EQS) model defined by

$$
p_{i j}=\alpha_{i} \beta_{j} \psi_{i j} \quad \text { for } \quad i=1, \ldots, R ; j=1, \ldots, R,
$$

where $\psi_{i j}=\gamma \psi_{j i}(i<j)$. Let $p_{i j}^{c}=p_{i j} /\left(p_{i j}+p_{j i}\right)$ for $i \neq j$. Then the EQS model may also be expressed as

$$
p_{i j}^{c} p_{j k}^{c} p_{k i}^{c}=\gamma p_{j i}^{c} p_{k j}^{c} p_{i k}^{c} \quad \text { for } \quad i<j<k
$$

It is seen that the EQS model is essentially equivalent to the EBT model. Thus we shall define the measure $\phi$ which represents the degree of departure from the EQS model, by $\Psi$ with $\left\{\pi_{i j}\right\}$ replaced by $\left\{p_{i j}^{c}\right\}$.
Let $x_{i j}$ denote the observed frequency in the $i$ th row and the $j$ th column of the table $(i=1, \ldots, R ; j=1, \ldots, R$ ). We assume that $\left\{x_{i j}\right\}$ have a multinomial distribution. Let $\hat{\phi}$ denote $\phi$ with $\left\{p_{i j}\right\}$ replaced by $\left\{\hat{p}_{i j}\right\}$ where $\hat{p}_{i j}=x_{i j} / n$ with $n=\sum \sum x_{i j}$. Using delta method, $\hat{\phi}$ has asymptotically a normal distribution with mean $\phi$ and variance $\sigma^{2}[\hat{\phi}]$. The measure $\hat{\Psi}$ is applied to the data obtained from independent binomial sampling, and $\hat{\phi}$ is applied to the data obtained from multinomial sampling. So, $\sigma^{2}[\hat{\Psi}]$ with $\left\{\pi_{i j}\right\}$ replaced by $\left\{p_{i j}^{c}\right\}, i \neq j$, is not always identical to $\sigma^{2}[\hat{\phi}]$. Let $\hat{\sigma}^{2}[\hat{\phi}]$ denote $\sigma^{2}[\hat{\phi}]$ with $\left\{p_{i j}\right\}$ replaced by $\left\{\hat{p}_{i j}\right\}$. Noting that $\left\{\hat{p}_{i j}+\hat{p}_{j i}=\left(x_{i j}+x_{j i}\right) / n\right\}$ in $\hat{\sigma}^{2}[\hat{\phi}]$, we point out that the estimated variance $\hat{\sigma}^{2}[\hat{\phi}]$ is theoretically identical to the estimated variance $\hat{\sigma}^{2}[\hat{\Psi}]$. For more detail, see Tahata et al. (2004).
Note that we can consider a generalized measure for representing the degree of departure from the EBT (EQS) model by using the power-divergence (Cressie and Read, 1984) including the Kullback-Leibler information as follows: for $\lambda>-1$,

$$
\Psi^{(\lambda)}=\frac{\lambda(\lambda+1)}{2\left(2^{\lambda}-1\right)} \sum_{t=1}^{2} I^{(\lambda)}\left(\left\{G_{i j k}^{(t)}\right\} ;\left\{\frac{G_{i j k}^{(1)}+G_{i j k}^{(2)}}{2}\right\}\right)
$$

where

$$
I^{(\lambda)}\left(\left\{a_{i j k}\right\} ;\left\{b_{i j k}\right\}\right)=\frac{1}{\lambda(\lambda+1)} \sum_{i<j<k} a_{i j k}\left[\left(\frac{a_{i j k}}{b_{i j k}}\right)^{\lambda}-1\right]
$$

and the value at $\lambda=0$ is taken to be the limit as $\lambda \rightarrow 0$. When $\lambda=0, \Psi^{(0)}$ is identical to $\Psi$. The approximate variance of estimated measure $\hat{\Psi}^{(\lambda)}$ is given in Appendix 2.

Consider the data in Table 1, again. Since $\hat{\Psi}=0.137$ for Table 1a, we can see that the degree of departure from EBT is estimated to be 13.7 percent of the maximum degree of departure from EBT. Similarly, we can infer that the degree of departure from EBT is 8.1 percent of the maximum degree of departure from EBT for the data in Table 1b. Also, we point out that the measure proposed in this paper may be useful to analyze the square contingency tables, for example, social mobility data, paired comparison data, and so on.

## 6. Concluding Remarks

Since the measure $\Psi$ always ranges between 0 and 1 independent of the number of categories and sample size, it may be useful for comparing the degree of departure from the EBT model in several tables.
The proposed measures would be useful when we want to see with single summary measure what degree the departure from EBT is toward the strongest stochastic three way deadlock, although we cannot see it by the test statistic.
The proposed measures are not invariant under the arbitrary similar permutations of row and column categories. Therefore it is possible to apply these measures for analyzing the data on an ordered categories.
Finally, for the data having nominal category, if one wants to measure the degree of departure from BT, it is appropriate to use the measure proposed by Tahata et al. (2004). On the other hand, for the data having ordinal categories, if one wants to measure the degree of departure from EBT, it is appropriate to use the measure proposed.
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## Appendix 1

The variance $\sigma^{2}[\hat{\Psi}]$ is given as follows:

$$
\begin{equation*}
\sigma^{2}[\hat{\Psi}]=\sum_{a=1}^{R-1} \sum_{b=a+1}^{R} \frac{1}{r_{a b}}\left\{\frac{1}{\pi_{a b}}\left(A_{a b}\right)^{2}+\frac{1}{\pi_{b a}}\left(B_{a b}\right)^{2}-\left(A_{a b}+B_{a b}\right)^{2}\right\}, \tag{A.1}
\end{equation*}
$$

where

$$
\begin{aligned}
A_{a b}= & \frac{1}{2 \log 2} \sum_{i<j<k}\left[G_{i j k}^{(1)}\left(\log H_{i j k}^{(1)}\right)\left\{I_{i j}+I_{j k}-\sum_{s<t<u} G_{s t u}^{(1)}\left(I_{s t}+I_{t u}\right)\right\}\right. \\
& \left.+G_{i j k}^{(2)}\left(\log H_{i j k}^{(2)}\right)\left\{I_{i k}-\sum_{s<t<u} G_{s t u}^{(2)} I_{s u}\right\}\right]
\end{aligned}
$$

with

$$
H_{i j k}^{(t)}=\frac{G_{i j k}^{(t)}}{G_{i j k}^{(1)}+G_{i j k}^{(2)}}, \quad I_{i j}= \begin{cases}1 & (\text { when } i=a \quad \text { and } \quad j=b), \\ 0 & (\text { otherwise }),\end{cases}
$$

and $B_{a b}$ is defined by $A_{a b}$ obtained by interchanging $G_{i j k}^{(1)}$ and $G_{i j k}^{(2)}$.

## Appendix 2

The variance $\sigma^{2}\left[\hat{\Psi}^{(\lambda)}\right]$ is given by (A.1), where for $\lambda>-1$ and $\lambda \neq 0$,

$$
\begin{aligned}
A_{a b}= & \frac{2^{\lambda-1}}{2^{\lambda}-1} \sum_{i<j<k}\left[G_{i j k}^{(1)}\left(H_{i j k}^{(1)}\right)^{\lambda}\left\{I_{i j}+I_{j k}-\sum_{s<t<u} G_{s t u}^{(1)}\left(I_{s t}+I_{t u}\right)\right\}+G_{i j k}^{(2)}\left(H_{i j k}^{(2)}\right)^{\lambda}\left\{I_{i k}-\sum_{s<t<u} G_{s t u}^{(2)} I_{s u}\right\}\right. \\
& \left.+\lambda\left(\left(H_{i j k}^{(1)}\right)^{\lambda+1} G_{i j k}^{(2)}-\left(H_{i j k}^{(2)}\right)^{\lambda+1} G_{i j k}^{(1)}\right)\left\{I_{i j}+I_{j k}-I_{i k}-\sum_{s<t<u}\left(G_{s t u}^{(1)} I_{s t}+G_{s t u}^{(1)} I_{t u}-G_{s t u}^{(2)} I_{s u}\right)\right\}\right]
\end{aligned}
$$

and $B_{a b}$ is defined by $A_{a b}$ obtained by interchanging $G_{i j k}^{(1)}$ and $G_{i j k}^{(2)}$. When $\lambda=0, \sigma^{2}\left[\hat{\Psi}^{(0)}\right]$ is identical to $\sigma^{2}[\hat{\Psi}]$.
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Table 1. Score sheet of the Central League in Japan in 2008 and 2011

| (a) 2008 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Giants | Tigers | Dragons | Carp | Swallows | Baystars | Total |
| Giants | - | 14 | 10 | 10 | 18 | 18 | 70 |
| Tigers | 10 | - | 17 | 14 | 13 | 13 | 67 |
| Dragons | 14 | 6 | - | 13 | 9 | 17 | 59 |
| Carp | 12 | 10 | 9 | - | 12 | 13 | 56 |
| Swallows | 6 | 10 | 13 | 11 | - | 15 | 55 |
| Baystars | 5 | 10 | 7 | 11 | 9 | - | 42 |
| Total | 47 | 50 | 56 | 59 | 61 | 76 | 349 |

(b) 2011

|  | Dragons | Swallows | Giants | Tigers | Carp | Baystars | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dragons | - | 11 | 10 | 13 | 12 | 15 | 61 |
| Swallows | 10 | - | 12 | 10 | 13 | 15 | 60 |
| Giants | 12 | 8 | - | 11 | 16 | 14 | 61 |
| Tigers | 9 | 14 | 11 | - | 12 | 12 | 58 |
| Carp | 10 | 9 | 6 | 12 | - | 17 | 54 |
| Baystars | 8 | 5 | 10 | 10 | 7 | - | 40 |
| Total | 49 | 47 | 49 | 56 | 60 | 73 | 334 |

