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Abstract

For square contingency tables, this paper considers the local symmetry model which indicates that there is a symmetric
structure of probabilities for only one of pairs of symmetric cells. Also it proposes the measure to express the degree
of departure from the local symmetry model. The measure is expressed as the weighted harmonic mean of the diversity
index including the Shannon entropy. Examples are given.
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1. Introduction

For an r × r contingency table with the same row and column classifications, let pi j denote the probability that an obser-
vation will fall in the ith row and jth column of the table (i = 1, . . . , r; j = 1, . . . , r). The symmetry (S) model is defined
by

pi j = ψi j (i = 1, . . . , r; j = 1, . . . , r),

where ψi j = ψ ji for i , j (Bowker, 1948; Bishop, Fienberg and Holland, 1975, p.282). For analyzing the data, when
the S model fits the data poorly, we may be interested in measuring the degree of departure from the S model. Assume
that pi j + p ji , 0 for i , j. Let p∗i j = pi j/δ and pc

i j = pi j/(pi j + p ji) for i , j with δ =
∑∑

i, j pi j. Tomizawa (1994),
and Tomizawa, Seo and Yamamoto (1998) proposed the measure to express the degree of departure from the S model as
follows:

Φ
(λ)
S =

r−1∑
i=1

r∑
j=i+1

(
p∗i j + p∗ji

)
Φ

(λ)
i j for λ > −1,

where
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(λ)
i j = 1 − λ2λ
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i j , (1)
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(
pc

ji

)λ+1
)

for λ , 0,

−pc
i j log pc

i j − pc
ji log pc

ji for λ = 0,

and the value at λ = 0 is taken to be the limit as λ→ 0, where λ is a real-valued parameter which is chosen by user. Note
that H(λ)

i j is the Patil and Tallies (1982) diversity index of degree λ including the Shannon entropy when λ = 0. We point

out that Φ(λ)
S is expressed as the weighted arithmetic mean of {Φ(λ)

i j }, i.e., the diversity index {H(λ)
i j }. The measure Φ(λ)

S lies

between 0 and 1, and Φ(λ)
S = 0 if and only if the S model holds. The measure Φ(λ)

S is useful for measuring the degree of
departure from the S model.

Saigusa, Tahata and Tomizawa (2016) proposed the measure Φ(λ)
PS , which is expressed as the weighted geometric mean of

{Φ(λ)
i j } as follows:

140



http://ijsp.ccsenet.org International Journal of Statistics and Probability Vol. 8, No. 2; 2019

Φ
(λ)
PS =

r−1∏
i=1

r∏
j=i+1

[Φ(λ)
i j ](p∗i j+p∗ji) for λ > −1.

The measure Φ(λ)
PS lies between 0 and 1, and Φ(λ)

PS = 0 if and only if the partial symmetry (PS) model holds, i.e.,

pi j = ψi j (i = 1, . . . , r; j = 1, . . . , r),

where ψst = ψts for at least one (s, t) with s , t (see Saigusa et al., 2016). The measure Φ(λ)
PS is useful for measuring the

degree of departure from the PS model.

Now we consider the new model expressed by

pi j = ψi j (i = 1, . . . , r; j = 1, . . . , r),

where ψab = ψba for only one (a, b) with a , b. We shall refer to this model as the local symmetry (LS) model. Note that
the S model implies the PS model and the PS model implies the LS model. We are also interested in measuring the degree
of departure from the LS model.

The purpose of this paper is to propose the measure which is expressed as the weighted harmonic mean of the diversity
index, instead of arithmetic and geometric means. The proposed measure is useful for measuring the degree of departure
from the LS model. Section 2 proposes such a new measure. Section 3 gives the approximate confidence interval for the
proposed measure. Section 4 shows examples. Sections 5 and 6 give the discussion and concluding remarks.

2. Measure

Assume that pi j + p ji , 0 for i < j, and pkl − plk , 0 for any k < l except (k, l) = (a, b) with only one (a, b), a < b.
Consider the measure defined by

Φ
(λ)
LS =

1
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Φ

(λ)
i j
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
for λ > −1,

where Φ(λ)
st is defined by (1). The measure Φ(λ)

LS is expressed as the weighted harmonic mean of {Φ(λ)
i j }. For any λ (> −1),

we see

(i) Φ(λ)
LS must lie between 0 and 1,

(ii) Φ(λ)
LS = 0 if and only if the LS model holds,

(iii) Φ(λ)
LS = 1 if and only if the degree of departure from LS is the largest in the sense that pc

i j = 1 (then pc
ji = 0) or

pc
ji = 1 (then pc

i j = 0) for all (i, j), i , j.

The measure Φ(λ)
LS is useful for measuring the degree of departure from the LS model, and the measure Φ(λ)

S

(
Φ

(λ)
PS

)
cannot

be used to express the degree of departure from the LS model. We note that Φ(λ)
LS ≤ Φ

(λ)
PS ≤ Φ

(λ)
S .

3. Approximate Confidence Interval of Measure

Let ni j denote the observed frequency in the (i, j)th cell of the square table (i = 1, . . . , r; j = 1, . . . , r). The sample version
of Φ(λ)

LS , i.e. Φ̂(λ)
LS , is given by Φ(λ)

LS with {pi j} replaced by { p̂i j}, where p̂i j = ni j/n and n =
∑∑

ni j. Assuming that a
multinomial distribution applies to the r × r table, we provide an approximate standard error and large-sample confidence
interval for the measure Φ(λ)

LS . We shall obtain the following theorem using the delta method (Agresti, 2013, p.587),

Theorem 1.
√

n(Φ̂(λ)
LS − Φ

(λ)
LS ) asymptotically (n→ ∞) has a normal distribution with mean zero and variance σ2[Φ(λ)

LS ],
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where
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This asymptotic distribution is not applicable when Φ(λ)
LS = 0 and Φ(λ)

LS = 1 because σ2[Φ(λ)
LS ] = 0 when Φ(λ)

LS = 0 and 1. Let
σ̂2[Φ(λ)

LS ] denote σ2[Φ(λ)
LS ] with {pi j} replaced by { p̂i j}. Then σ̂[Φ(λ)

LS ]/
√

n is an estimated approximate standard error for
Φ̂

(λ)
LS , and Φ̂(λ)

LS ± zα/2σ̂[Φ(λ)
LS ]/
√

n is approximate 100(1 − α) percent confidence interval for Φ(λ)
LS , where zα/2 is the upper

α/2th quantile of the standard normal distribution.

4. Examples

Consider the data in Table 1 taken from Tomizawa, Miyamoto and Iwamoto (2006). These are constructed from the data
of decayed teeth of 363 women aged 18-39, for the patients visiting a dental clinic in Sapporo City, Japan, from 2001 to
2005. Table 1a is classified by the numbers of decayed teeth in the left side of the mouth of a patient and those in the right
side. Note that each of these patients has at least one decayed tooth. Table 1b is reclassified by the numbers of decayed
teeth in the lower side of the mouth of a patient and those in the upper side.

Table 1. Decayed teeth data of 363 women aged 18-39, for patients visiting a dental clinic in Sapporo City, Japan, from
2001 to 2005 (Tomizawa et al., 2006)

(a) For the left and right decayed teeth

Right (numbers
of decayed teeth)

Left (numbers of 0-4 5-8 9+ Total
decayed teeth) (1) (2) (3)

0-4 (1) 103 45 1 149
5-8 (2) 35 84 33 152
9+ (3) 3 17 42 62

Total 141 146 76 363

(b) For the lower and upper decayed teeth

Upper (numbers
of decayed teeth)

Lower (numbers of 0-4 5-8 9+ Total
decayed teeth) (1) (2) (3)

0-4 (1) 97 62 15 174
5-8 (2) 20 63 75 158
9+ (3) 2 6 23 31

Total 119 131 113 363
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Table 2. The estimates of Φ(λ)
LS , estimated approximate standard errors of Φ̂(λ)

LS and approximate 95% confidence intervals
of Φ(λ)

LS , applied to each of Tables 1a and 1b

(a) For Table 1a

Estimated Standard Confidence
λ measure Φ̂(λ)

LS error interval
-0.5 0.010 0.017 (-0.022, 0.043)
0 0.017 0.028 (-0.038, 0.072)
0.5 0.022 0.035 (-0.047, 0.090)
1 0.024 0.039 (-0.052, 0.099)
1.5 0.024 0.039 (-0.053, 0.102)
2 0.024 0.039 (-0.052, 0.099)
2.5 0.022 0.036 (-0.049, 0.094)
3 0.021 0.033 (-0.045, 0.086)

(b) For Table 1b

Estimated Standard Confidence
λ measure Φ̂(λ)

LS error interval
-0.5 0.198 0.061 (0.078, 0.318)
0 0.311 0.088 (0.137, 0.484)
0.5 0.370 0.100 (0.175, 0.566)
1 0.397 0.104 (0.194, 0.601)
1.5 0.404 0.104 (0.199, 0.608)
2 0.397 0.104 (0.194, 0.601)
2.5 0.382 0.102 (0.182, 0.583)
3 0.363 0.101 (0.165, 0.560)

Table 2 gives the estimated values of measure Φ(λ)
LS applied to each of Tables 1a and 1b. It also gives the estimated

approximate standard errors and the approximate 95% confidence intervals of the measure. From Table 2, for any λ, the
confidence interval of Φ(λ)

LS applied to the data in Table 2a includes 0. So there may be a structure of LS in Table 2a. On
the other hand, for any λ, the confidence interval of Φ(λ)

LS applied to the data in Table 2b does not include 0. So there would
not be a structure of LS in Table 2b.

We shall compare the degrees of departure from LS for Tables 2a and 2b using Φ(λ)
LS . Comparing the confidence intervals

of Φ(λ)
LS for any λ, it is inferred that the degree of departure from LS for Table 2b is larger than that for Table 2a.

5. Discussion

Consider the 4×4 artificial cell probability tables given in Table 3. There is a structure of LS in Table 3a with p12 = p21 =

0.02. For each of Tables 3b, 3c, 3d and 3e, the value of pkl for any k , l except (k, l) = (2, 1) equals the value of pkl in
Table 3a. Also the ratio p21/p12 is 1.0 for Table 3a, 2.0 for Table 3b, 3.0 for Table 3c, 4.0 for Table 3d, and 5.0 for Table
3e. Also Table 3f shows that the probabilities in upper right triangle cells are zeros. From Table 4, we see that (1) the
value of Φ(λ)

LS for Table 3a equals zero, (2) for any fixed λ, the value of Φ(λ)
LS increases as the ratio p21/p12 increases, and (3)

the value of Φ(λ)
LS for Table 3f equals 1. Therefore the measure Φ(λ)

LS would be natural to describe the degree of departure
from the LS model.

6. Concluding Remarks

We have considered the LS model (in Section 1). The LS model indicates the structure of {pi j} which has weaker restric-
tions than those for the PS and S models. Also, we have proposed the measure Φ(λ)

LS for describing the degree of departure
from the LS model. The Φ(λ)

LS is useful to see how far cell probabilities are distant from those with the LS structure, as the
Φ

(λ)
S

(
Φ

(λ)
PS

)
is useful to see how far cell probabilities are distant from those with the S (PS) structure.

We point out that the measures Φ(λ)
S and Φ(λ)

PS cannot express the degree of departure from the LS model (as described in
Section 2). The measure Φ(λ)

LS is useful for comparing the degrees of departure from the LS model in several square tables.

We note that the measure Φ(λ)
LS (also Φ(λ)

S and Φ(λ)
PS ) is invariant under arbitrary similar permutations of row and column

categories. Therefore it is possible to apply these measures for analyzing data that are on a nominal or ordinal scale.
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Table 3. Artificial cell probability tables

(a)

0.184 0.020 0.019 0.009
0.020 0.184 0.001 0.004
0.076 0.004 0.184 0.012
0.036 0.016 0.048 0.183

(b)

0.178 0.020 0.019 0.009
0.040 0.179 0.001 0.004
0.076 0.004 0.179 0.012
0.036 0.016 0.048 0.179

(c)

0.173 0.020 0.019 0.009
0.060 0.174 0.001 0.004
0.076 0.004 0.174 0.012
0.036 0.016 0.048 0.174

(d)

0.168 0.020 0.019 0.009
0.080 0.169 0.001 0.004
0.076 0.004 0.169 0.012
0.036 0.016 0.048 0.169

(e)

0.163 0.020 0.019 0.009
0.100 0.164 0.001 0.004
0.076 0.004 0.164 0.012
0.036 0.016 0.048 0.164

(f)

0.215 0 0 0
0.079 0.215 0 0
0.013 0.004 0.215 0
0.021 0.018 0.005 0.215

Table 4. Values of Φ(λ)
LS applied to each of Tables 3a-f

Applied λ
tables 0 0.5 1.5

Table 3a 0.000 0.000 0.000
Table 3b 0.185 0.225 0.250
Table 3c 0.247 0.299 0.329
Table 3d 0.278 0.334 0.366
Table 3e 0.299 0.359 0.392
Table 3f 1.000 1.000 1.000
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