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Abstract 

It is well known that the sample mean is the estimator of a population mean in mathematical statistics from a given 

population of interest as a point estimator which assume a single number that is obtained by taking a random sample of a 

specified size from the entire population, depending on whether the population mean and variance is known or unknown. 

In the interval estimation, the sample mean is accompanied with a plus or a minus margin of an error that is assumed that 

the estimator is contained within the range of values with certain degree of confidence. This paper investigated and 

obtained the interval estimators of the unknown constants of Geeta distribution model through the construction of 

confidence interval using; the pivotal quantity method, the shortest-length confidence interval, unbiased confidence 

interval estimators, Bayesian confidence interval estimators and statistical method. Geeta distribution is a new discrete 

random variable distribution defined over all the positive integers, with two unknown parameters. The properties and 

characteristics of the Geeta distribution model were discussed and reviewed that is, the existence of the mean, variance, 

moment generating function and that the sum of all probabilities is unity. These are common properties of any given 

probability density function.  

Keywords: asymptotic variance, Bayesian confidence intervals, Geeta distribution and pivotal method 

1. Introduction 

Generally, in the interval estimation, we seek to construct the confidence interval which the population mean and 

population variance is contained within a range of values and has high confidence coefficient with the shortest-length of 

the interval (Harold J. Larson, 1934). The construction of these confidence intervals considers the factors such as when 

the population is known or unknown and similarly when the population variance is either known or unknown. 

Let X = (X1, X2, . . ., Xn) be a random sample from the normal distribution with mean  and variance S2. Let  �̅� =

1

𝑛
∑ 𝑋𝑖

𝑛
𝑖=1  and 𝑆2 =

1

𝑛−1
∑ (𝑋𝑖 − �̅�)2𝑛

𝑖=1  be the sample mean and sample variance for X, respectively (Traoré et al, 2018).  

Let Z (X1, X2, . . ., Xn; ) be a pivotal quantity where X1, X2, . . ., Xn is a random variable from the distribution of 

 f (X; , 
2). 

Then 

𝑃𝜇[𝑎 ≤ 𝑍 ≤ 𝑏] = (𝑏) − (𝑎) = 1−∝                         (1) 

for any constants a and b. 

Then 

𝑍 =
�̅�−

𝜎 √𝑛⁄
~𝑁(0,1),  when 

2
 is known and 

 
�̅�~𝑁(, 𝜎 √𝑛⁄ ) with confidence coefficient of (1-) 100% 

But the pivotal quantity becomes 𝑍 =
�̅�−

𝑆 √𝑛⁄
~ 𝑡𝑛−1,

𝛼

2
 , when 

2 is unknown.  

When Z is inverted, it yields a corresponding (1-) confidence interval for mean, ; 
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[�̅� − 𝑏
𝜎

√𝑛
≤ 𝜇 ≤ �̅� − 𝑎

𝜎

√𝑛
] 

Such that  

𝑃𝜇 *�̅� − 𝑏
𝜎

√𝑛
≤ 𝜇 ≤ �̅� − 𝑎

𝜎

√𝑛
+ = 1 − 𝛼                           (2) 

Therefore confidence interval (1-) 100% for the mean,  is given by 

*�̅� − 𝑏
𝜎

√𝑛
;  �̅� − 𝑎

𝜎

√𝑛
+                                     (3) 

Now [a;b] is chosen such that b-a is the shortest length of the interval for a given confidence coefficient (1-). 

The symmetric solution is such that; 

1- = (b)- (a) = (b)- (-b) = 2(b) – 1 

Hence b =  
-1(1-/2). 

To find the shortest length L(a,b) = b-a of the confidence interval for the mean at (1-) is to minimize the length 

 L(a,b) = b-a subject to 

∫ 𝑓(𝑧)𝑑𝑧
𝑏

𝑎
= 1 − 𝛼                                     (4) 

The solution of equation (4)  yields f(a) = f(b)  a = b or a = -b but a  b, hence a = -b. 

That means, the confidence interval (1-) 100% for mean,  s given by *�̅� ± 𝑏
𝜎

√𝑛
+ ; 

such that 𝑃𝜇 *�̅� ± 𝑏
𝜎

√𝑛
+ = 1 − 𝛼 and its shortest-length interval is given by 𝐿(𝑎, 𝑏) = 2𝑏

𝜎

√𝑛
. 

The mathematical form (Hogg, R.V and Craig, A.T. ,1956) of probability distribution defined here, Geeta distribution 

contains the unknown constants  and , and are therefore estimated through construction of confidence intervals which 

forms the subject of discussion in this paper 

1.1 The Geeta Distribution 

Geeta distribution is a newly introduced distribution which has two unknown parameters and is of the form L-shaped 

model, it belongs to a family of Modified Power Series distribution(MPSD), the Langrangian series distributions and 

location parameter distribution. The Yule distribution and Pareto which belongs to the same family(MPSD) have a 

single parameter and therefore fails the test of handling large data sets when it comes to applications in modern 

technologies. Geeta distribution model is very versatile in meeting the needs of modern complex data sets and this 

attributed to the presence of the two unknown constants when compared to the distribution of the same class. The 

unknown constants can be estimated using the estimation techniques and it is believed that these constants contain a lot 

of information. 

Geeta distribution is defined as a discrete random variable, X, over the set of all positive integers, with the probability 

mass function given by 

   

otherwise

x
x

x

x
xX

xxx

,0

,3,2,1;1
1

1

1
Pr 1










 




 




                    (5) 

where 

11;10    

The upper limit on 𝛽 has been imposed for the existence of the mean. When   1 the model degenerates to a single 

point at x=1. 

The Geeta distribution has a maximum as x=1 and is L – shaped for all values of  and . It may have a short tail or a 

long tail and heavy tail depending upon the values of  and .. Its mean  and variance 2 are given by 

 

   1
11


                                     (6) 

and 
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     32 111


                               (7) 

and from the formula (6) 

 
 1

1









         (8) 

It can also be expressed as a location parameter probability distribution given below: 

 

otherwise

x
x

x

x
xX

xxx

,0

,3,2,1;
1

1(

1

11

1

1
Pr

1


































 

















           (9) 

where  is then mean and 1 . Note that this form does not have an upper limit on  . (Consul, 1990) has shown 

that the Geeta distribution (9) can be characterized by its variance: 

    111
12 
                             (10) 

and the domain of X.  

It is clear from the expression of 2 that 0
2






d

d
 and accordingly, 2 increases monotonically as   increases in 

value and that the smallest value of 2  is zero when 1 , that is, when the model reduces to a single point x=1.  

Also  

 

 
0

1

1

2

22















d

d
                                  (11) 

Thus, the variance 2 decreases monotonically as   increases and the smallest value of 2 , for the largest value 

of   becomes  12  . From this we conclude that when    1
111


   the variance will be less than the 

mean  and will have the range: 

    22 1                                  (12) 

If      1
111


  the value of 
2
 will become larger than . 

1.2 Bar – Diagram for Geeta Model 

The successive probabilities for various values of x can be easily computed from the values: 

 
 

 
 


12

1

11
2Pr ,

1

1

1
1Pr















































XX ,                 (13) 

and the recurrence formula  

 
 

  4... 3, 2,kfor     ,Pr
1

11
11Pr

1




























k

i

kX
ik

KX














         (14) 

The probabilities for the Geeta distribution (13) were computed for . = 1.2 to 5.2 varying by 0.2 and for values of  

varying from 1.2 to 4.2 (with increments of 0.6) and bar-diagrams were drawn for all of them to see the variations. 

Twelve of these bar-diagrams are shown below for two typical values of . = 1.2 to 5.2 and for  = 1.2, 1.8, 2.4, 3.0, 3.6, 

4.2 corresponding to each values of .. 
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Bar-diagrams of Geeta Distribution for  = 1.2 

 

 

      

 

Figure 1. Probabilities for values of X at  =1.2 for different values of  (Consul, 1990a) 
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Bar-diagrams of Geeta Distribution for  = 5.2 

 

 

 

 

 

 

Figure 1. Probabilities for values of X at =5.2 for different values of  (Consul, 1990a) 

It is clear from these graphs that  1Pr X  reduces as  increases and the probabilities for all other values of x 

increase but the model always remains L-shaped. Thus the tail becomes more and more heavy and longer with the 

increase in the value of . There is a similar effect when the value of  is kept fixed and the value of  is slowly 

increased. The value of  1Pr X  decreases and the probabilities for other values of x increase as   increases. 

However, these changes for  are at a much slower pace than the changes for  with the result that the Geeta probability 

model becomes more suitable and versatile than some other models for abundance data sets. 

2. Methodology 
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size, n from the entire population. A statistic can be expressed a function of sample observation and there are many 

statistics from same population that can be obtained. The statistics is chosen from either a sample mean or sample 

proportion and the confidence coefficient is obtained by determining its significant level such as, for 5 % significant 

level its confidence coefficient is 95 % or 0.95. The statistics can be biased or unbiased estimator and the properties of a 

good estimator informs the choice of a statistics. The construction of confidence intervals (CI)s by choosing appropriate  

𝑍𝛼 2⁄  values which are obtained from the standard normal tables(Arnab et al, 2017, Warisa et al, 2017). It largely 

depends on whether the population mean is known or unknown and similarly whether population variance is known or 

unknown. There are other cases of constructing the CI for the difference of two means where the student’s t distribution 

tests are used (Suparat et al, 2017). An approximate confidence interval for a population mean can be constructed for 

random variables that are not normally distributed in the population relying on the central theorem for sample sizes 

which are large 

 (𝑛 ≥ 30) 

This paper is divided into sections on which the following are discussed, shortest-length confidence interval, unbiased 

confidence intervals and Bayesian confidence interval. 

2.1 Confidence Interval Estimation 

Definition 1:  

An interval estimate for a real-valued parameter θ based on a sample 𝑋 ≡  (𝑋1, … , 𝑋𝑛) is a pair of functions 𝐿(𝑋) 

and 𝑈(𝑋) so that 𝐿(𝑋) ≤  U(𝑋) for all 𝑋 , that is [𝐿(𝑋), U(𝑋)] (Wei Zhu, 2017) 

Theorem 2.1: 

The confidence interval estimate of �̂� is given by 








 








12

ˆ

1Pr LL  

where L1 and L2 are lower and upper limits respectively  

Proof:  

It follows then that, from the central limit theorem 
�̂�−θ

𝜎
   is approximately normal with limit so that  

    1Pr ZZ                                    (15) 

where 

)1 ZΦ(Φ(Z)   

Therefore, 𝑇 =
�̂�−θ

𝜎
 is an approximate pivotal quantity. Thus  

    121Pr LL                                  (16) 

where  is the confidence coefficient and, 1L  and 2L  are lower and upper limits of the parameter  and (1-) 100% is 

confidence interval for  (Mood, A.N. et al, 1963) 

2.2 Pivotal Method 

Definition2: 

A pivotal quantity is a function of the sample and the parameter of interest. Furthermore, its distribution is 

entirely known.  
Let X1, X2, , , Xn  be a random sample for a normal population with mean,  and variance, 

2 . That is, 

Xi~N(μ, σ2), i = 1, … , n, and Xi is identically and independently distributed. 

The method of finding a confidence interval involves finding, Z, the pivotal quantity which is a function of the samples 

and the parameter to be estimated is as shown below in the examples (Arnab et al, 2017). 
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Example 1 

When  is known, the pivotal quantity given by; 

𝑍 =
�̅� − 

𝜎 √𝑛⁄
~𝑁(0,1) 

The (1-) 100 % CI for a given =0.05, then the 95 % CI for  is given by  

𝑃𝜇 [�̅� − 𝑍𝛼 2⁄

𝜎

√𝑛
≤ 𝜇 ≤ �̅� + 𝑍𝛼 2⁄  

𝜎

√𝑛
] = 1 − 𝛼 

then, 𝑍𝛼 2⁄ = 𝑍0.025 = 1.96 from the standard normal tables 

and hence 

𝑃𝜇 [�̅� − 1.96
𝜎

√𝑛
≤ 𝜇 ≤ �̅� + 1.96 

𝜎

√𝑛
] = 0.95 

therefore the 95 % CI for mean,  

*�̅� − 1.96
𝜎

√𝑛
;  �̅� + 1.96

𝜎

√𝑛
+. 

Example 2 

When  is unknown, the pivotal quantity is given by; 

𝑍 =
�̅� − 

𝑠 √𝑛⁄
~ 𝑡𝑛−1 

The (1-) 100 % CI for a given =0.05, then the 95 % CI for  is given by  

𝑃𝜇 [�̅� − 𝑡𝑛−1,𝛼 2⁄

𝑠

√𝑛
≤ 𝜇 ≤ �̅� + 𝑡𝑛−1,𝛼 2⁄  

𝑠

√𝑛
] = 1 − 𝛼 

 

Thus (1-) 100 % CI for mean,  is given by 

[�̅� − 𝑡𝑛−1,𝛼 2⁄

𝑠

√𝑛
; �̅� + 𝑡𝑛−1,𝛼 2⁄

𝑠

√𝑛
] 

where 𝑡𝑛−1,𝛼 2⁄  is the student’s t distribution test with (n-1) degrees of freedom and  is the significant level. 

Definition 3: 

Let nxxx  , , , 21   random sample 
n21 X , ,X ,X   from density  ;Xf . 

 Let  n2111 x , ,x ,xtT    and  n2122  x,,x ,xtT  be two statistics satisfying  

 21 TT  for which  

   -1 21  TTP  

where (1-) does not depend on  , then the random interval  21,TT is called a (1-) 100 % interval for    is called 

the confidence coefficient while 1T  and 2T   are called lower and upper coefficient limits respectively. The 

confidence interval estimators of the parameters   and   for the distribution given in (10). For small sample size n, 

confidence interval estimation is not possible because we do not have the Geeta distribution tables to refer to, hence 

large sample distributions are considered where the normal table is going to be used. The large sample distribution for 

maximum likelihood estimators is used to derive the confidence intervals for the unknown parameter. If the maximum 

likelihood estimator̂  of a parameter   is for large sample size n, it is approximately normally distributed with mean

  and variance 2 where 



 

 

http://ijsp.ccsenet.org                  International Journal of Statistics and Probability                 Vol. 8, No. 1; 2019 

8 

2

2

)(ln

1















xPEn



                                   (17) 

in which )(xP  is a discrete distribution. 

2.3 Shortest – Length Confidence Interval 

Large-sample confidence intervals based on maximum likelihood estimator will be shorter on the average then intervals 

determined by any other estimator. 

If   95.0Pr  bZa   

then to determine the length of the interval  


n

ab
L


  

But from the solution of eq. (4), a = -b thus 

𝐿 = 2𝑏
𝜎

√𝑛
 

2.4 Unbiased Confidence Interval 

Let )(xS be a family of  1 level confidence intervals of finite length, that is  (x)θ(x),θS(x)   and suppose 

 )(),( xx   is finite where )(x and )(x  are functions of x  alone not  with )(x and )(x as upper and lower 

bound respectively. )(x may be    and )(x  may be    and )(xS  is a random interval  )(),( xx  . 

2.5 Bayesian Confidence Interval 

The Bayesian confidence interval estimate of   is given by  

    1
2

1

dXK
t

t

 

where 1t  and 2t  are the upper and lower limits of Bayesian interval. 

3. Results of the Interval Estimators 

The following results were obtained. 

Theorem 3.1.1 

Using the pivotal quantity method interval, the confidence estimate interval of  is given by 























 

)1(

)1)(1(ˆ;
)1(

)1)(1(ˆ 2/12/1









 

n

Z

n

Z
 

wherê  is the point estimator of   using the method of moments given as  

1ˆ

1ˆ









X

X
 

Proof: 

From the distribution given equation in (5), we have  

          


 






 
 1loglog1

1
log1log,,log xxx

x

x
xxf   (18) 

Therefore differentiating partially w .r. t , we have  

    )1()1(
)1(

1
,,log 













xxf               (19) 



 

 

http://ijsp.ccsenet.org                  International Journal of Statistics and Probability                 Vol. 8, No. 1; 2019 

9 

and 

    2
22

2

)1()1(
)1(

1
,,log 





















xxf              (20) 

hence 

 

  
 

 2

22

222

2

22

2222

)1(

)1)(()1()()1(2)1(

)1(

)1()1()1(2)1(
,,log


































xExE

xxE
xfE

          (21) 

  
 

)1)(1(

1
,,log

2






 















xfE                (22) 

therefore 

  
 1

)1)(1(

,,log

1
)(

2 


























n

xfnE

n
                     (23) 

thus from (15) we have  





 











  1

)(
Pr 2/2/1 Z

n
Z

n
                       (24) 

which further simplifies to give  










  

















  1

)1(

)1)(1(ˆ
)1(

)1)(1(ˆPr 2/12/1

n

Z

n

Z
       (25) 

 

Hence the confidence estimate interval of  is given by 























 

)1(

)1)(1(ˆ;
)1(

)1)(1(ˆ 2/12/1









 

n

Z

n

Z
           (26) 

Theorem 3.1.2: 

Using the pivotal quantity method, the confidence estimate interval of   is given by 

   







    22/122/1 ˆ;ˆ

nn
n

Z

n

Z
 

Proof: 

Assuming
n21 x , ,x ,x   random sample

n21 X , ,X ,X   from density  ,,Xf . 

Let  n21  x, ,x ,xt T be a statistic, in this case  iXT is given by 

   






 







n

i i

ttnt

x

x

x
tf
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1

1

1
1),;(




 

                 (27) 
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Let 0t , denote an observed value of T ; that is  n210  x, , x,x tt  , then 

  ,3,2,1,1
1

1
),;( 







 




 x
x

x

x

n
tf

xxnx

i





           (28) 

For a given observed value  n x, ,x, xtt 210  ,  we need to find  n x,, x, xVV 2111    and

 n x, ,x, xVV 2122  , such that 

     21212211 1Pr pp x,, x, xV x,, x, xV nn                (29) 

The following equations are used to solve for  

 


0

0
1 ,;

t

t
T tfP  and  



n

tt
T tfP

0

2 ,;   

The solution for the above equations, gives 

  






 






0

0
1 1

11t

t

ttnt

t

t

nt
P





and   







 







n

tt

ttnt

t

t

nt
P

0

2 1
11 




 

where 1V  and 2V are upper and lower limits. 

Therefore  21;VV  is a  %1100 21 pp   confidence interval for  where 

  2,1,,, 21  iforxxxVV nii  . 

Following the same procedure the interval for parameter   is obtained as 

   







    22/122/1 ˆ;ˆ

nn
n

Z

n

Z
                  (30) 

and statistically 

     21212211 1,,,,,,Pr ppxxxVxxxV nn     

Theorem 3.1.3: 

The shortest-length confidence interval for parameter  is obtained as  

   







   

nn
n

Z

n

Z 2/12/1 ˆ;ˆ  

and hence the length  
n

n

Z
L 2/12   

Proof: 

We follow this procedure: 
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The distance  ab  can be minimized for fixed area when )()( ba   given that  

















 1

ˆ
Pr b

n
a                           (31) 

which can be re- written in this form 

 







 1ˆˆPr nn

n

a

n

b
                   (32) 

Therefore, the length of this interval is 

 
  n

n

ab
L


  

Minimizing 𝐿 such that  

dxeab

x
b

a

2

2

2

1
)()(






 

we have  









 1

da

db

nda

dL 
and 0)()(  a

da

db
b   

which further simplifies to 
)(

)(

b

a

da

db




  

thus 









 1

)(

)(

b

a

nda

dL




 

The minimum occurs when )()( ab   that is when a = b or a = −b , a = b  does not satisfy 

  1)( dtt
b

a

 therefore we choose a = −b. The shortest length confidence interval based on 
n

T


 


ˆ
 is 

given by 









 )();( 2/2/  

nn
n

Z
X

n

Z
X                      (33) 

and hence the length 

)(2 2/ 
n

n

Z
L   

Following the same procedure as above, the shortest-length confidence interval for parameter  is obtained as  
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 )(ˆ);(ˆ 2/2/  

nn
n

Z

n

Z
                      (34) 

and hence the length  

)(2 2/ 
n

n

Z
L   

Theorem 3.1.4: 

By use of Unbiased confidence interval estimation, the following results were obtained; 

If   TxT
n





)(

ˆ




  is a pivotal quantity for Geeta distribution then we choose )(1  and )(2   such that  

     1)()(Pr 21 T                         (35) 

which can be converted to 

    1)(ˆ)( xxP                            (36) 

In order for   ,  to be unbiased we must have 

       ifxxPP 1)(ˆ)(,  

 (37) 

       ifxxPP 1)(ˆ)(,  

If   ,P depends only on a function  of   and  which we may write as 

    ifP 1  

    ifP 1                                   (38) 

Then  

𝑃(𝜃, �̅�) = 𝑃𝜃 (𝜆1 <
𝜃 − 𝜃

𝜎𝑛(𝜃)
< 𝜆2) = 𝑃𝜃(𝜃 − 𝜆2𝜎𝑛(𝜃) < �̅� < 𝜃 + 𝜆1𝜎𝑛(𝜃)) = 1 − 𝛼 

Thus we need 𝜆1and 𝜆2such that  

𝑃(𝛾) = 1 − 𝛼 and 𝑃(𝛾) < 1 − 𝛼 

Having obtained 𝜆1and 𝜆2 which is  𝑍1−
𝛼
2
  and 𝑍𝜎

2
 respectively 

We get  

𝑃 (�̂� −
𝑍𝜎

2

√𝑛
𝜎𝑛(𝜃) < 𝜃 < �̂� +

𝑍1−
𝛼
2

√𝑛
𝜎𝑛(𝜃)) = 1 − 𝛼 

The unbiased confidence interval for 𝜃 is therefore given by 

(�̂� −
𝑍𝜎

2

√𝑛
𝜎𝑛(𝜃), �̂� +

𝑍
1−

𝛼
2

√𝑛
𝜎𝑛(𝜃))                                 (39) 

where  

�̂� =
𝑋 − 1

𝑋𝛽 − 1
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and 

     𝜎𝑛(𝜃) =  
𝜃(1 − 𝜃)(1 − 𝛽𝜃)

(𝛽 − 1)
 

The pivotal quantity for the parameter 𝛽 is given by 

𝑇𝛽 =
�̂�−𝛽

𝜎𝑛(𝛽)
                                       (40) 

Therefore  

𝑃 (𝛽, 𝛽) = 𝑃𝛽 (𝜆1 <
�̂� − 𝛽

𝜎√𝑛(𝛽)
< 𝜆2) = 𝑃𝛽(�̂� − 𝜆2𝜎𝑛(𝛽) < 𝛽 < �̂� + 𝜆1𝜎𝑛(𝛽)) = 1 − 𝛼 

Then 𝜆1and 𝜆2 are chosen such that  

𝑃𝛽(�̂� − 𝜆2𝜎𝑛(𝛽) < 𝛽 < �̂� + 𝜆1𝜎𝑛(𝛽)) = 1 − 𝛼 

Given that 𝜆1 = 𝑍1−
𝛼
2
 and 𝜆2 = 𝑍𝜎

2
 then, 

𝑃𝛽 (�̂� −
𝑍𝜎

2

√𝑛
𝜎𝑛(𝛽) < 𝛽 < �̂� +

𝑍1−
𝛼
2

√𝑛
𝜎𝑛(𝛽)) = 1 − 𝛼 

and thus the unbiased confidence interval for 𝛽 is  

(�̂� −
𝑍𝜎

2

√𝑛
𝜎𝑛(𝛽), �̂� +

𝑍
1−

𝛼
2

√𝑛
𝜎𝑛(𝛽))                               (41)  

Theorem 3.1.5: 

The Bayesian confidence interval estimate of 𝜃 is given by (Saxena, H.C. and Surendran, P.U., 1967)   

∫ 𝐾 (
𝜃

𝑥
) 𝑑𝜃 = 1 − 𝛼

𝑡2

𝑡1

 

where 𝑡1 and 𝑡2 are the upper and lower limits of Bayesian interval 

Proof:  

Given that  

𝑔(𝑥/𝜃, 𝛽) =
1

𝛽𝑥 − 1
(

𝛽𝑥 − 1
𝑥

) 𝜃𝑥−1(1 − 𝜃)𝛽𝑥−𝑥 , x = 1, 2, 3, … 

then 

𝑔(𝑥/𝜃, 𝛽) = ∏
1

𝛽𝑥 − 1
(

𝛽𝑥 − 1
𝑥

) 𝜃𝑥−1(1 − 𝜃)𝛽𝑥−𝑥
𝑛

𝑖=1
 , x = 1, 2, 3, … 

= 𝜃∑ 𝑥𝑖−𝑛(1 − 𝜃)𝛽 ∑ 𝑥𝑖−∑ 𝑥𝑖 ∏ (
𝛽𝑥 − 1

𝑥
)𝑛

𝑖=1
1

𝛽𝑥𝑖−1
                         (42) 

The joint p .d .f of 𝑋 and 𝜃 is given by 

𝐾(𝜃/𝑥) = (𝜃)𝑔(𝑥/𝜃, 𝛽) = 𝜃𝑥+∑ 𝑥𝑖−𝑛(1 − 𝜃)𝑛−𝑥+𝛽 ∑ 𝑥𝑖−∑ 𝑥𝑖 (
𝑛
𝑥

) ∏ (
𝛽𝑥 − 1

𝑥
)𝑛

𝑖=1
1

𝛽𝑥𝑖−1
          (43) 

and the marginal p. d. f of 𝑋 is given by 

K1(x) = ∫ (𝜃)𝑔(𝑥/𝜃, 𝛽)𝑑𝜃
1

0

 

= (
𝑛
𝑥

) ∏ (
𝛽𝑥 − 1

𝑥
)𝑛

𝑖=1 𝐵(𝑥 + ∑ 𝑥𝑖 − 𝑛, 𝑛 − 𝑥 + 𝛽 ∑ 𝑥𝑖 − ∑ 𝑥𝑖 + 1)
1

𝛽𝑥𝑖−1
 (3.25) 

The posterior p.d.f is given by 

𝐾(𝜃/𝑥) =
ℎ(𝜃)𝑔(𝑥/𝜃,𝛽)

𝑘1(𝑥)
=

𝜃𝑥+∑ 𝑥𝑖−𝑛(1−𝜃)𝑛−𝑥+𝛽 ∑ 𝑥𝑖−∑ 𝑥𝑖

𝐵(𝑥+∑ 𝑥𝑖−𝑛+1,𝑛−𝑥+𝛽 ∑ 𝑥𝑖−∑ 𝑥𝑖+1)
                 (44) 
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The Bayesian confidence interval estimate of 𝜃is therefore given by 

∫ 𝑘(𝜃/𝑥)𝑑𝜃
𝑡2

𝑡1

= 1 − 𝛼 

therefore 

∫ 𝑘 (
𝜃

𝑥
) 𝑑𝜃

𝑡2

𝑡1
= Φ (

𝑡2−�̅�

𝜎
) − Φ (

𝑡1−�̅�

𝜎
) = 1 − 𝛼                       (45) 

which implies that 

Φ (
𝑡2 − �̅�

𝜎
) − Φ (

𝑡1 − �̅�

𝜎
) =  1 − 𝛼 

Therefore the distribution of 𝐾(𝜃/𝑥)is beta, B(𝛼, 𝛽) where 

𝑎 = 𝑥 + ∑ 𝑥𝑖 − 𝑛+⊥ and 𝛽 = 𝑛 − 𝑥 + 𝛽𝑡 − 𝑡 + 1 ,with mean 

𝐸(𝑥) =
𝛼

𝛼 + 𝛽
 =

𝑥 + ∑ 𝑥1 − 𝑛 + 1

𝛽 ∑ 𝑥1 + 2
 

and 

𝐸(𝑥) =
𝛼𝛽

(𝑎 + 𝛽)2(𝛼 + 𝛽 + 1)
 =

(𝑥 + ∑ 𝑥𝑖 − 𝑛 + 1)(𝑛 − 𝑥 + 𝛽 ∑ 𝑥𝑖 − ∑ 𝑥𝑖 + 1)

(𝛽 ∑ 𝑥𝑖 + 2)2(𝛽 ∑ 𝑥𝑖 + 3)
 

thus 

𝒕𝟐 =
𝑥 + ∑ 𝑥𝑖 − 𝑛 + 1

𝛽 ∑ 𝑥𝑖 + 2
 + √

(𝑥 + ∑ 𝑥𝑖 − 𝑛 + 1)(𝑛 − 𝑥 + 𝛽 ∑ 𝑥𝑖 − ∑ 𝑥𝑖 + 1)

(𝛽 ∑ 𝑥𝑖 + 2)2(𝛽 ∑ 𝑥𝑖 + 3)

𝑍
 

and 

𝑡1 =
𝑥+∑ 𝑥𝑖−𝑛+1

𝛽 ∑ 𝑥𝑖+2
− √

(𝑥+∑ 𝑥𝑖−𝑛+1)(𝑛−𝑥+𝛽 ∑ 𝑥𝑖−∑ 𝑥𝑖+1)

(𝛽 ∑ 𝑥𝑖+2)2(𝛽 ∑ 𝑥𝑖+3)

𝑧
                        (46) 

4. Discussion and Conclusion 

In most branches of knowledge, experiments are a way of life and in probability and statistics, there are special types of 

experiments which are in practice the distribution models of either discrete or continuous distribution. In most of the 

scientific experiments, manufacturing industries, and the medicine world, this distribution model has been applied and it 

has eased the handling of abundance data sets. The Geeta distribution is more versatile than the other given distribution 

belonging to the same class, this is because of the presence of the two unknown parameters. These unknown parameters 

are the most vital part of the distribution, because the information derived is based on them. 

This new model is versatile and flexible to fit observed count data sets and can be used efficiently to model different 

types of sets. In this study, Geeta distribution and its properties were reviewed and discussed, more so the unknown 

parameters were obtained, and it is a preferred distribution model to be used because of its relevance in modern research 

and application in genetics, sales and fashion industry, branching processes(queue) and bunching models. 

Therefore, the properties and characteristics the Geeta distribution satisfy and meet the conditions of any probability 

distribution, that is sum of all probabilities for all values of a random variable x is unity. The mean, variance, moment 

generating function, probability generating function and the central theorem exist (Rohatgi, V.K., 1976). The confidence 

interval estimators of the parameters were obtained by use of large sample distribution, and it was proven that the 

optimum confidence intervals estimators occur for shortest –length intervals. Large-sample confidence intervals based 

on maximum likelihood estimator will be shorter on the average then intervals determined by any other estimator. 
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