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Abstract

The One-Way MANOVA model is a special case of the multivariate linear model, and this paper shows that the One-Way
MANOVA test statistic and the Hotelling Lawley trace test statistic are equivalent if the design matrix is carefully chosen.
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1. Introduction

We want to show that the One-Way MANOVA test statistic and the Hotelling Lawley trace test statistic are equivalent for
a carefully chosen full rank design matrix. First we will describe the MANOVA model, and then the One-Way MANOVA
model. The notation in this paper follows that used in Olive (2017) and closely follows Rupasinghe Arachchige Don
(2017).

1.1 MANOVA

Multivariate analysis of variance (MANOVA) is analogous to an ANOVA, but there is more than one dependent variable.
ANOVA tests for the difference in means between two or more groups, while MANOVA tests for the difference in two or
more vectors of means.

The multivariate analysis of variance (MANOVA) model y; = B'x;+€fori=1,...,nhasm > 2 response variables
Yy,...Y, and p predictor variables xi, x2, ..., x,. The ith case is (xiT,yiT) = (X1 --s Xip» Yit, ..., Yir). If @ constant x;; = 1
is in the model, then x;; could be omitted from the case.

For the MANOVA model predictors are indicator variables. Sometimes the trivial predictor 1 is also in the model. The
MANOVA model in matrix form is Z = XB + E and has E(e) = 0 and Cov(e;) = Xe = (o) fork = 1,...,n. Also

E(e;) = 0 while Cov(e;, ;) = oyl fori, j =1,...,m. Then B and X¢ are unknown matrices to be estimated.
Yip Yip -+ Yim yT
2. Yoo -+ Yo !
Z=1 . S : :(Yl Y, - Y’”): :
: : . : T
Yn,l Yn,2 e Yn,m yn

The n X p matrix X is not necessarily of full rank p, and

X1, X120 Xip T
X211 X222 0 X2p

x=| 7 7 T=(v o vao v )=
Xn,l Xn2 0 Xpp
where often v; = 1.

The p x m coefficient matrix is

Bii Bz o Pim
Boi Pr2 0 Bom

:(ﬂl ﬂZ ﬂm )

ﬂp,l ,817,2 ﬁp,m

The n X m error matrix is

124



http://ijsp.ccsenet.org International Journal of Statistics and Probability Vol. 7, No. 6; 2018

€1 €12 - €m el
€1 €2 €.m !
E = . . . . = ( e € - ey ) = :
. . . . 6,1;
€n,1 €2 €n.m

Each response variable in a MANOVA model follows an ANOVA model Y; = X8 i te; for j = 1,...,m, where it is
assumed that E(e;) = 0 and Cov(e;) = o j;I,.

MANOVA models are often fit by least squares. The least squares estimator B of B is

A

B=(X"X) X"z=(p, B, ... B.)

- - -1 .
where (XTX) is a generalized inverse of X7 X. If X has a full rank then (XTX) = (XTX) and B is unique.

The predicted values or fitted values are

N N A

Yiv Yigooor Vi
N R .. . Yo Yoo -0 Yoy
Z=xB=(¥, ¥, v. )= T . :

?n,l ?n,Z e ?n,m

The residuals are E = Z — Z = Z — XB.
Finally,

. Z-2'z-2) E'E
26': = .
n—p n—p

1.2 One Way MANOVA

Assume that there are independent random samples of size n; from p different populations, or n; cases are randomly
assigned to p treatment groups. Let n = Zf’zl n; be the total sample size. Also assume that m response variables y;; =
Yiji, ..., Y jm)T are measured for the ith treatment group and the jth case. Assume E(y; D= and Cov(y;;) = Ze.

The one way MANOVA is used to test Hy : gy = g = -+ = p,. Note that if m = 1 the one way MANOVA model
becomes the one way ANOVA model. One might think that performing m ANOVA tests is sufficient to test the above
hypotheses. But the separate ANOVA tests would not take the correlation between the m variables into account. On the
other hand the MANOVA test will take the correlation into account.

Lety = Y7, Z;’;l yij/n be the overall mean. Let y; = Z;f'zl Yij/ni. Several m X m matrices will be useful. Let S; be the

sample covariance matrix corresponding to the ith treatment group. Then the within sum of squares and cross products
matrix is W = (n; — DS + -+ + (n, — DS, = :[;7:1 Z;f’:l(yij - ¥);; —¥)". Then Xe = W/(n — p). The treatment or
between sum of squares and cross products matrix is

P
Br = nG-NF -y

i=1
The total corrected (for the mean) sum of squares and cross products matrix is 7 = By + W = Zle Z’j’.’zl(yi i~V -7.
Note that § = T'/(n — 1) is the usual sample covariance matrix of the y;; if it is assumed that all n of the y;; are iid so that
they, =pufori=1,..,p.
The one way MANOVA model is Yij = 1 + € where €;; are iid with E(¢;;) = 0 and Cov(€;;) = Xe. The summary one
way MANOVA table is shown bellow.

Source matrix df
Treatment or Between Br p—1
Residual or Error or Within w n—p
Total (Corrected) T n—1

There are three commonly used test statistics to test the above hypotheses. Namely,
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1. Hotelling Lawley trace statistic: U = tr(ByW™') = tr(W™'By).

i

2. Wilks’ lambda: A = ————.
ilks” lambda B+ Wi

3. Pillai’s trace statistic: V = tr(BrT™") = tr(T"'By).

If the y;; — p; are iid with common covariance matrix X, and if Hy is true, then under regularity conditions Fujikoshi
(2002) showed

2

D
. (m—-m-p-1)U = Xou(p-1y°

2. ~[n-05(m+ p — 2)llog(A) = x2, (-1 And

D
3. (m-1)V _’Xi(p_l)'

Note that the common covariance matrix assumption implies that each of the p treatment groups or populations has the
same covariance matrix X; = X¢ for i = 1, ..., p, an extremely strong assumption. Kakizawa (2009) and Olive et al. (2015)
show that similar results hold for the multivariate linear model. The common covariance matrix assumption, Cov(e;) = X¢e
for k = 1, ..., n, is often reasonable for the multivariate linear regression model.

1.3 Hotelling Lawley Trace Test

Hotelling Lawley trace test statistic Hotelling (1951); Lawley (1938), and the asymptotic distribution (n —m —p — 1)U 2
an(p_l) by Fujikoshi (2002) are widely used. Olive et al. (2015) explains the large sample theory of the Wilks” A, Pillai’s
trace, and Hotelling Lawley trace test statistics and gives two theorems to show that the Hotelling Lawley test generalizes
the usual partial F test for m = 1 response variable to m > 1 response variables.

2. Method
2.1 A Relationship Between the One-Way MANOVA Test and the Hotelling Lawley Trace Test
An alternative method for One-Way MANOVA is to use the model Z = XB + E where

Y[jl Mij1
Y= : =u; +e;;, and E[Y;l=p; =
Yijm Hijm
fori =1,...,pand j = 1,...,n; Then X is a full rank where the ith column of X is an indicator for group i — 1 for
i=2,...,p.
1 1 0 0
1 1 0 0
1 1 0
1 0 1 0
x=|: @ : : (1)
1 0 0 1
1 0 0
1 0 0 0
1 0 0 0
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o .
1y —pp)
= . P and let L:( 0 I, )
(Hp—l _”p)T
Then
n
ny
XTX_ .
np-2
np-1
and
1
-1 1
)=
np
-1
-1

Then the least squares estimator B of B,

Yo
(5’1 - yp)T

oy
Il

(yp—] - il;)T

Then L (X T )_1 LT becomes

1+

-1 1 1
L(XTX) L = — .
4 .

1

It can be shown that the inverse of the above matrix is

ni(n—ny)
-1 —-nin
-1 1 112
[L (x"x) LT] =-
n
—ninp-
T\t 7]
For convenience, write [L (X X) L ] =
—I’l% —niny —ninj3
2
1 —niny —n2 —npnj3
n
—ninp—| —nanp—|

Then

Note that Y], =yl +e]..

n np Np-1
n 0 0
0 - mpp O
o --- 0 1y
-1 -1 -1
+201 1
1 1+ 1
| I 1 1+ 2=
p-1
(5’1 - yp)T
A (5’2 - yp)T
and LB = .
(yp—l - yp)T
;’—‘1’ 1 1 - 1
l+2 1 - 1
ny
1 L1+
—niny —ninj —ninp_1
m(n—ny) —nang —non,_q
—nonp- g np-1(n—np_1)
—nMp_i nm 0 O -~ 0
—NoMp- | 0 nmp O 0
. + .
_”,2771 0 0 0 np
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(LB)' [L (x"x)" LT]_I (LB) =

—1 p-l
nin (3 = ) = 9p)" + ) ¥ = 9)F -3, =
i=1

p-1

:I'—‘
5
I
.

i=1 j

Let X be as in (1). Then the multivariate linear regression Hotelling Lawley test statistic for testing Hy : LB = 0 versus
Hy : LB # 0 has

U=tr(W'H).
One-Way MANOVA is used to test Ho : pty = g, = - -+ = p1,,. The One-Way MANOVA Hotelling Lawley test statistic for
testing for above hypotheses is

U =tr(W'Byp)

where
R p
W=(-pLe and Br=) mF-NF-9"
i=1

Theorem 1. The One-Way MANOVA and the multivariate linear regression Hotelling Lawley trace test statistics are the
same for the design matrix as in (1).

To show that the above two test statistics are equal, it is sufficient to prove that H = By. First we will prove two special
cases and then give the proof for the theorem.

Proof. Special case I: p = 2 (Two group case)

Consider H.

H=-1nnm@ -3 - 5)" +mF - §2)F - §2)". Since n = ny +ny,
H = -L(nn; - mn)(§1 - ¥2)F1 - 52)" +miF1 - §2)F1 - §2)7

H=-n(§1 - 9)F1 - 5" + 22F - §2)F1 - 5" + G = 52)F1 - §2)"
H =22y -y)(51 - 52"

Now consider By with p = 2.

Note that y = (n,¥; + n,¥,)/n and

=mF -F1 -9 +mF - HF2 -9
Br = % (n§1 — m¥1 — m¥2)(ny1 —myr —my)’ +
2(ny2 — m¥1 — m¥2)(ny2 — myi — ma¥a)’

- ¥2)F1 - ¥

2
Br = 221 - $)F1 - §2)7 + -
By = 2§ - 92)F1 - §2) .
Therefore By = H when p = 2.

Proof. Special case II: n; =n  Vi=1,...,p

p—1 p—1 p-1

1
== > D= 9 =50+ ) m = §)E -5,

i=1 j=1 i=1

Note that the i, j running from 1 through p — 1 and i, j running from 1 through p would yield the same H. Therefore H

can be written as
P

1
= —; Z Z n; n](Yl yp)(y] y,,) + Z nl(y, yp)(yl yp)

i=1 j=
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Now consider the double sum in H. Note that n = n; p and
Iy r_ TNy T T T T
—= 2 2 = IE =5 = = > Y (] Vil - 5,8 +9,9,)
=1 j=1 -

J
_h by T p——T - p—T 2o =T
) _ZZ(yiyj)+P ny Yp T PYp Zyj -pYY, |- 5)

Now consider the rest of H,

I

/) /) ) /)
ni Z()_’i —¥,)Fi - ¥, =mn Z vy, —m [Z )_’i] y, —m¥, [Z )_’,T] +n1py,y- (6)

i=1 i=1

Therefore by (5) and (6), it is clear that
P PN
H=m ) 5 = ), 9. ™)

Now consider

P
Br=m ) G-9F-9 8)
i=1
Let
7
Y= y:2 Then BT:nl[_TY—%_TIITY}.
Yo
Therefore, By becomes
Br=m st - ﬂiiyy? ©)
i=1 - P T A Y
From (8) and (9) By = H.
O

Proof. General case:

4 P
(3 = $p)F; = 907 + D mil¥i - $)Fi - 5,

P
H=-
i=1 j=1 i=1

S| =

First consider the double sum in H.

rPop P D »
_% Z Z nin;§iy; + % Z Z nin;§iy, + % Z Z nin;y,y; - ;ypyg ' Z nin, (10)
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Now consider the rest of H,

P

2 F =) =5 = 3 om

i=1

Therefore by (11) and (12)

Now consider

(13) and (14) proves that H = Br.

2.2 Cell Means Model

)4

1 - T 1 C - _T 1_ =T - ol
—nyny + p Zmymyp + ;ypnznjyj —nypYp

i=1

P
—ngy" + > nigisy + 9y

i=1

12

H =

p
=1

1N

J=1

P

Z n§t - ng,yl.

=1

P
vy - Z niYiy; -V

i=1 i

r

P
T oo T

ny; +ny,y,.
=1

nyiy; —nyy'.

Br =) n(§i-9)Fi -9’

12

P P
Z niyiy; - Z

1

i=1 i=1

P p
=1

gy -y ) nyl 55 Y m

i=1 i

P
By = ) nyy] —ny§" - yny" +ny§"

nyiy; —nyiy'.

We can get the same result for the cell means model which is defined for X and B given below.

Then X" X = diag (nl, . .,n,,_l) and (X" X)™! = diag(%, .

1

0

LB =

1

? np-1 ) '
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(5’2 - yp)T
(5’,;71 - yp)T

(11

12)
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Then L (X T )_1 LT becomes

1+ 1 1 1
B 1 1 L+ 1 - 1
L(x"x) L"=—| . _ . : (15)
np : - :
1 R e
.

Notice that the matrix equation (15) is exactly same as (4). This is an indication that Theorem 1 does not depend on the
full rank design matrix.

3. Conclusions

This work mathematically proved that the One-Way MANOVA test statistic and the Hotelling Lawley trace test statistic
are in fact the same. The proof consisted of two special cases and the general case. This result indicates that one can
use the One-Way MANOVA test statistic and the Hotelling Lawley trace test statistic alternatively if the design matrix is
carefully chosen.
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