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Abstract

The notion of “textuality” encouraged Halliday and Hasan in 1976 to present their model of discourse analysis
through raising questions about whether “cohesion” is a semantic concept or a structural relation, whether a text
is a structural unit or not or even if there are semantic or structural relationships within a text. Cohesion is like
the glue that unifies the meaning within a text through binding the textual elements. Several studies applied the
model of Halliday and Hasan on different texts such as legal, political, narrative, etc., but, very scarce attention
has been given to scientific texts. The aim of this study is to examine and analyze some medical texts chosen
randomly in terms of the Halliday and Hasan’s model by identifying both the lexical and the grammatical
cohesive ties. The data analysis shows that the grammatical cohesive ties of reference and the lexical cohesive
ties of reiteration carry the highest frequency among other cohesive ties. These results confirmed the significant
role of cohesive ties in scientific texts.
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1. Introduction
1.1 Cohesion: A Review of Literature

Text Linguistics emerged in thel1960s to surmount the limited scope of the sentence-oriented study and brought
to the forefront the study from the sentence level to the textual level. Crane (2006) believes that the importance
of text with texture is solid for any shortage in this conception would lead to having just a group of sentences
where no relationship between them is found. In other words, any text must have the quality of unity, i.e.,
cohesion. Widdowson (2007, p. 45) states that the term “cohesion” is a linguistic connection that enables to
recognize unity in a text such as that between pronouns and the earlier noun phrase. According to Halliday and
Hasan (1976, pp. 4, 8-9) “cohesion is not, strictly speaking, a relation above the sentence. In fact, it is a relation
to which the sentence or any other form of grammatical structure is simply irrelevant”. Therefore, the concept of
cohesion is a semantic one which refers to the relations of meaning that exists within the text and that defines it
as a text and, so, coherence among elements within the discourse achieved (Beugrande, & Dressler, 1984; Curse,
2006; Yan, & Zhou, 2009).

Interestingly, cohesion is sometimes distinguished from coherence since the latter is more concerned with the
way a text unified in the mental level: the writer’s intention and the reader’s comprehension. Thus, to have a
better understanding of the important role of coherence in a text, it is necessary to understand the cohesive
relations that support any text.

Cohesive ties between sentences stand out as a source of texture, whereas within the sentence there are structural
relations. Halliday & Hasan (1976) distinguished two types of cohesion: grammatical and lexical. For
grammatical cohesion, five distinctive categories were classified to indicate the presupposed and presupposing
items: “Reference”, “Substitution”, “Ellipsis”, “Lexical Cohesion”, and “Conjunction”. On the other hand,
lexical cohesion is divided into two categories, namely: “Reiteration” and “Collocation” (Zheng, 2002).
Although it is expected to find both grammatical and lexical cohesion in a text, but to determine which of them
overwhelms the other cannot be predictable.

In this study, the aim of analyzing cohesion in the chosen medical texts is to get answers to the following
questions:
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1) Do both grammatical and lexical cohesive ties and their subcategories occur in the medical texts?

2) Are lexical cohesive ties more frequent in use than grammatical ones or vice versa?

3) Is there a relationship between the frequency of certain cohesive ties and the quality of writing medical texts?
4) Are there certain categories used more than others in the medical texts? How are they distributed?

Although, the model of Halliday & Hasan (1976) is among the first taxonomies proposed for text analysis, yet
we believe that it is the most comprehensive and suitable for achieving the purpose of this study. It is expected
that this study might lead to the objectives of gaining a better insight of the different usages of the cohesive ties
in medical texts.

2. Cohesive Ties

As mentioned earlier Halliday & Hasan (1976) proposed a framework for analyzing cohesive relationships
within a text. To analyze a text, cohesive ties are required to give a clear cut account of what constitutes a texture.
In other words, recognizing the textual elements that strongly create a unified text such as words, sentence
structures and how they might or may not be adjacent to another in a text. Trillo (2008) believes that the presence
of cohesive ties in a text would indicate a logical construction. The following subsections give a clear insight

2.1 Grammatical Cohesive Ties
These ties are classified into five major ones:
2.1.1 Reference

Reference is a semantic relation characterized by the specific nature of the information signaled for retrieval and
the cohesion lies in the continuity of reference, whereby the same thing enters into the discourse for the second
time (Brown & Yule, 1983, McCarthy, 2002). Reference items could be either situational (exophoric) or textual
(endophoric). The latter can be either anaphoric or cataphoric. This can be shown in the following figure:
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Figure 1. Halliday & Hasan (1976) classification of reference

The situational reference refers to a thing as identified in the context of the situation, whereas textual reference
refers to a thing as identified in the surrounding text (McCarthy, 2002). This was clearly explained in terms of
three types of reference: personal reference, demonstrative reference, comparative reference.

2.1.2 Substitution

Substitution is a grammatical relation in the wording rather than the meaning. Mathews (2007, p. 384) and
Halliday & Hassan (1976, pp. 88-89) describe substitution as the replacement of one item by another.
Substitution is a sort of counter, which is used in place of the repetition of a particular item as in “My axe is too
blunt. I must get a sharper one” where the word “one” is a substitution of “axe”. Thus, it would be entirely
possible to replace “one” with “axe”, and as a general rule, the substitute item has the same structural function as
that for which is substituted. In other words, “one” and ‘axe’ are both heads in the nominal group. Substitution is
classified into three types: nominal, verbal, and clausal.

2.1.3 Ellipsis

According to Andrewford (2004, p. 449), ellipsis refers to the process of omission of either a word or part of a
sentence in a certain context. On certain occasions, ellipsis are used instead of substitution or as Halliday &
Hasan name it “zero substitution” can be diagnosed when some important structural elements are omitted from a
sentence or clause and can only be recovered by referring to an element in the preceding text (Nunan, 1993, p. 25;
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Starkey, 2004, p. 50; Radford, 2004, p. 449). Bloor & Bloor (1995, p. 96) stated that substitution and ellipsis are
cohesive ties used when a speaker or writer wishes to avoid the repetition of a lexical item and is able to draw on
one of the grammatical resources of the language to replace the item. Ellipsis can be classified into three types:
nominal ellipsis, verbal ellipsis, and clausal ellipsis.

2.1.4 Conjunction

The nature of the conjunction is rather different from the other cohesive relations and it is not simply an
anaphoric relation. The conjunctive elements are indirectly cohesive due to their definite meanings. In other
words, they are not used for reaching the previous or the following elements in the text, but they rather express
and presuppose the meaning and the occurrence of other elements in the text. Halliday & Hassan (1976, p. 227)
pointed out that in describing conjunction as a cohesive device, attention is focused not on the semantic relations
as such, as realized throughout the grammar of the language, but on particular aspects of them, namely the
function they have of relating to each other linguistic elements that occur in succession but are not related by
other, structural means. The conjunctive relations are not logical, but textual, i.e., they represent the generalized
types of connection that we recognize as holding between sentences (Crystal, 2003; Farrokhpey, 1999). The
conjunction relations are classified into four basic types: additive, casual, adversative, and temporal.

2.2 Lexical Cohesive Ties
These ties are classified into “reiteration’ and “collocation”:
2.2.1 Reiteration

Reiteration is one of the types of lexical cohesion which entails the repetition of a lexical item at one end of the
scale, the use of a general word to refer back to a lexical item, at the other end of a scale, and a number of things
in between the use of synonym or near-synonym. Also, a reiterated item may be a repetition or a general word;
and in most cases, it is accompanied by a reference item typically “the” as in “I turned to the ascent of the peak”
(Andrewford, 2004, p. 349).

2.2.2 Collocation

It refers to any two lexical item having similar patterns of collection and their occurrence in adjacent sentences
will generate a cohesive force. Mathews, (2007, p. 93) explains that this effect is not limited to a pair of words,
but it is very common for long cohesive chains to be built up out of lexical relations of this kind with word
patterns like a candle, flame, flicker, hair, comb, curl, etc. such patterns occur freely both within the same
sentence and across sentence boundaries.

3. English for Specific Purposes (ESP)

The notion of English for Specific Purposes (ESP) started in the early 1960s as a result of an international
movement in the domain of English language teaching. The purpose of this field is to help international students
with developing their skills of writing and also to assist researchers in non-English speaking countries to publish
their works in English. The sphere of ESP covers English for waiters, Business English, Scientific English,
English for medical professionals, English for tourism, etc. (Johns & Dudly-Evans, 1991; Belcher, 2009; Johns,
2013).

Originally speaking, ESP lies heavily in the field of linguistics where ESP researchers turned their attention from
the sentence level to the discourse level and become more concerned with the “rhetorical functions”. According
to Trimble (1985), such functions may be realized differently in specific purpose texts like those definitions,
classification, description, narration, generalizations, etc. In an advanced level of research, the linguists found
that linguistic features and discourse structures can be looked at from within the context of genres or even
specific texts.

Text genre is a term originated in literary studies and then developed to be widely used in other disciplines such
as those of knowledge. Several scholars adopted the term and related it to linguistics, such as Halliday & Hasan
(1985), Swales (1990), Martin (1992) and many others. Therefore, the language for specific purposes can be
considered as a genre in accordance with its text types or subgenres. One of these text types is the scientific
writing type (more specifically the medical text type) which is the concern of the present study to analyze.

3.1 Scientific Genre: Medical Writing

Scientific writing differs from other genres of writing in that scientific language is characterized as formal,
informative, consistent, straightforward, concise, comprehensible and brief (Ahmad, 2012). A scientist message
would be misunderstood if he / she uses complicated or ambiguous sentences, thus the language of scientific
writing should not be complex, as Day (1979, p. 5) states:
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In scientific writing, language need not be difficult; and the best English is that which gives the senses in the
fewest short words. Literary tricks, metaphors and the like, divert attention from the message to the style. They
should be used rarely, if at all, in scientific writing.

Medical texts are one of the scientific text types which are written either by and for physicians or for the public.
The language of such medical texts differs in accordance with the type of the addressee, and hence, the linguistic
and textual features of these texts differ. What characterizes written texts is the absence of the immediate
interaction with readers and it is for this reason authors intend to use a collection of lexical, grammatical and
structural devices to identify the relations between text elements to convey the intended message. Therefore, the
selected data in the present study will be analyzed in terms of those aspects.

4. Method and Data Analysis

On the basis of Halliday & Hasan (1976) framework, the present study aims to identify and analyze cohesive ties
found in some medical texts taken randomly from the sources (For full information see the References):

(1) Harper, N., The Journal of Prevention, diagnosis, and treatment
(2) Houghton, A., An Introduction to Medical Diagnosis.
(3) Smith, C. S., Medicine International.

As mentioned earlier, the aim of the present study is to provide an answer to whether both grammatical and
lexical cohesive ties occur in the selected data or not. In addition, the data analysis is made to seek answers of
which cohesive ties carried the highest frequency and which subcategories are used more than others.

5. Results

The analysis of the five medical texts revealed that both grammatical and lexical cohesive ties are used.
Although both types have an approximate occurrence in the data, yet their subcategories vary as shown in Table
(1). The highest frequency goes to “reference” as a type of grammatical cohesive ties making up (33%) out of the
total cohesive ties (123) in the selected data. On the other hand, “reiteration” represents the highest frequency as
a type of lexical cohesive ties representing (42%) out of the total. Therefore, the data analysis shows a significant
difference between the types of cohesive ties in the selected medical texts.

Table 1. The cohesive ties in the selected data

Cohesive Ties Sub-ties Frequency Percentage
Grammatical Reference 41 33%
Substitution 0 0
Ellipsis 5 4%
Conjunction 16 13%
Lexical Reiteration 51 42 %
Collocation 10 8%
Total 123 100%

5.1 Grammatical Cohesion
5.1.1 Reference

In the present study, the analysis of the five selected texts reveals the excessive usage of “reference” as a type of
cohesive ties with (41) instances making up (66%) of the total grammatical cohesive ties (62). Among the three
types of reference recognized in the data were those of demonstratives with (31) instances, whereas personal or
comparative references identified in (6) and (4) instances respectively as shown in (Graph 1). Demonstratives
refer to their referents by specifying their location on a scale of proximity and this is how “this” in the example
(1) is realized. It is anaphoric as it refers back to the word “Ulcer”:

(1) Ulcer: This may occur in the body of the stomach or on either side
On the other hand, demonstratives can be categorized such as “the” in the example (2) below:
(2) The dip in the curve was chosen as the boundary between normal and high blood pressure.

The demonstrative “the” refers forward to the modifying element within the nominal group itself. It identifies the
line that separates between normal and high blood pressure and therefore its meaning is recoverable from the
text.
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On the level of personal reference, a reference is recognized by means of function in the speech situation through
the category of person. In example (3), the personal reference “it” can be realized as either anaphoric or
cataphoric and sometimes both:

(3) Diabetes mellitus, a regulatory and metabolic disease, is caused by insufficient pancreatic function. It affects
and ever increasing number of individuals, and the incidence of diabetic complication.

In this example, the personal pronoun “it” refers back to a previous lexical item “Diabetes mellitus” mentioned
in the first sentence, therefore, it is anaphoric. At the same time, it is cataphoric since it refers to the way diabetes
mellitus affects an increasing number of individuals.

In the case of “comparative reference”, only (4) instances occurred in the data (as mentioned above), the
following is an example:

(4) Gastritis with hyperchlorhydria may exist without symptoms unless an ulcer is also present, but in some cases
symptoms similar to those of ulcer apparently occur.

The comparative reference ‘similar to’ is cataphoric referring to the similarity between the symptoms of gastritis
and those of ulcer.

Personal Demonstratives Comparative

Graph 1. Frequencies of reference cohesive ties in medical texts

5.1.2 Ellipsis

Very few cases of ellipsis were recognized in the data and found in only (5) instances with (8%) out of the total
cohesive ties in the data. The analysis has shown that the clausal ellipsis carried the highest frequency realized in
(4) instances whereas verbal ellipsis is used only once. Interestingly, the analysis also revealed that there are no
incidents of nominal ellipsis (See Graph 2). In the following example, the subject, “they”, of the clause is being
elliptic before the verb “avoided”:

(5) Observers were anxious to place subjects in one or other category and unconsciously avoided the boundary
zone.

Verbal Clausal

Graph 2. Frequencies of ellipsis cohesive ties in medical texts
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5.1.3 Conjunction

The data analysis has interestingly shown that conjunction cohesive ties represent the second highest frequency
next to those of “reference” making up (16%) out of the total grammatical cohesive ties (62). Among its types,
temporal specification and adversatives are the most frequently used cohesive ties identified in (6) and (5)
instances respectively; whereas the least incidents are realized by both additive and causal cohesive ties. In the
example (6) below, the temporal conjunct “often” is an indicator of the consistent relation between certain
symptoms and the patients suffer from the endocrine disorder in the long term.

(6) Certain symptoms should, and often do, suggest to the general practitioner that his patient is suffering from
an endocrine disorder.

Additive and causal conjuncts are also recognized in the selected data, although with very few instances as
shown in Graph 3). In example (7), the conjunct “furthermore” conveyed the addition of new information in
relation to a previous one in the text, whereas in the example (8), the casual conjunction “because of” is reflected
as an emphatic conjunction emphasizing on the reason that makes maturity-onset diabetes uncommon.

(7) Furthermore, such factors us unbalanced diets and insufficient physical exercise may contribute to the
increase in the number of patients suffering from diabetes mellitus.

(8) And maturity-onset diabetes was uncommon because of the limited life expectancy.

7
6
5
4
3
2
1
0]

Additive Adversative Causal Temporal
Specification

Graph 3. Frequencies of conjunction cohesive ties in medical texts

5.2 Lexical Relations

Lexical relations signify the second level of data analysis in the present study. The analysis revealed that the
lexical cohesive ties of “reiteration” overwhelm those of “collocation” representing (51) making up (84%) while
only (10) instances of collocation occur in the data accounting (16%) out of the total lexical cohesive ties (61).
(See Graph 4).

Reiteration Collocation

Graph 4. Frequencies of lexical relations in the data
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The word “chronic” is an example of the cohesive ties of reiteration as it appears in four instances within one
text. This repetitive case is a clear indication of cohesion.

(9) In a chronic form, gastritis occurs as a chronic catarrhal inflammation........... (10) oo which cause a
chronic gastritis.

(11) Chronic suppuration or infection of the nasal sinuses,............

On the other hand, cases of collocation also occurred, though with less incidences such as “duodenal”
collocating with “gastritis” and “ulcer”.

6. Conclusions

The present study aimed at examining and investigating the use of cohesive ties, their application and discursive
function in the genre of medical texts. Herein, the analysis of the data provided answers to the research questions
in the following findings:

1) Both grammatical and lexical cohesive ties are employed in medical texts. Their usage played an important
role in making medical texts coherent, direct, objective and explicit.

2) The grammatical cohesion was found to be slightly higher in terms of frequency of occurrence than those of
lexical cohesion; albeit the highest frequency is represented by the lexical cohesive ties of “reiteration” signaling
a significant and contributing feature to the cohesion and unity of medical texts. On the other hand, few instances
of collocation were presented in the data. This is due to the fact that from a communicative perspective, certain
lexical items are repeated to emphasize the medical content. Hence, since medical texts are of an informative
orientation, lexical cohesion plays a crucial role in constructing a coherent text.

3) On the grammatical level, the highest frequency goes to the cohesive ties of “reference” which provides a
sense of identifiability in the medical texts. Among the reference cohesive ties, “demonstratives” held the highest
frequency, whereas personal and comparative cohesive ties carried the lowest frequency. The analysis also
revealed that reference cohesive ties were endophoric.

"

4) The cohesive ties of “ellipsis”, “conjunction” and “temporal specification” and surprisingly the data analysis
identified zero occurrences of substitution. This is a clear indication that medical texts are written to be concise
and firm in its structure which would deliver clear cut information without ambiguity.

As a conclusion, it can be said that although there were different studies concerning cohesion and cohesive ties,
the present study is based on Halliday and Hasan’s model (1976) in the analysis of some medical texts. The
results of the analysis met the proposed purpose of this study in determining the pivotal role of both lexical and
grammatical cohesive ties in unifying and structuring any text, especially medical texts. Therefore, the findings
of this study may help researchers have a better understanding of the use and function of cohesive ties in
scientific texts and pave the way for other cases of analysis in relation to other discourse examination.

7. Recommendations for Further Research

The researcher suggests the following ideas for further research:

1) Examining and investigating cohesive ties in English medical brochures with their Arabic translation.
2) Investigating either lexical or grammatical cohesive ties in other genres.
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