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Abstract
This study re-examines the determinants of Turkey’s trade balance in its manufactures trade with 33 OECD-member countries for the short-run and the long-run. Unlike other studies, in the relationships we also control the moderating effects of the availability of import substitutes proxied by intra-industry trade. We analyze quarterly aggregated time-series data of the period spanning from 1998.QI to 2015.QIII, following the autoregressive distributed lag (ARDL) bounds testing approach to the cointegration and the error correction modeling. Estimation results reveal that real effective exchange rate, together with domestic and foreign incomes are still among the core determinants of Turkey’s trade balance in the manufacturing sectors. There is no significant impact of domestic final oil prices that also include all the taxes on gasoline. The trade balance depends on domestic income negatively and the aggregated income of the OECD countries positively. The finding that real depreciation of Turkish lira against to those of Turkey’s OECD trade partners improves trade balance in both the short-run and the long-run, indicates no evidence of J-curve adjustment process. Unsurprisingly, the intra-industry trade seems to be an important factor that moderates the elasticities of trade balance to its determinants, especially to real effective exchange rate and domestic income. Overall results underline the importance of import-substitution capability besides the export-oriented production to ease the longstanding large trade deficits for Turkey.

Keywords: ARDL, bound testing, currency depreciation, intra-industry trade, J-curve, substitution, trade balance

1. Introduction
One of the traditional approaches modeling the balance of payments is the elasticities approach, which suggests exchange rate movements embody important impacts on the trade balance, shifting the demands for import and export to domestic substitutes. Determinants of trade flows and trade balance have always attracted researchers and policy makers in Turkey. This interest, centered in the close linkages between the trade balance and real exchange rate movements, has created a huge literature on Turkey’s trade. Studies have had more data over the years since Turkey shifted to export-led industrialization strategy from import-substitution in 1980 (Gylfason & Risager, 1984; Bahmani-Oskooee & Alse, 1994; Kale, 2001). Historically, Turkey’s total export performance seems to have fallen behind its total import in general, with a few exceptions in which Turkish lira was dramatically devaluated. After experiencing severe banking and currency crises in November 2000 and February 2001, Turkey abandoned the fixed exchange rate regime and let exchange rates freely float. After this critical decision, the interest in the exchange rate and trade balance relationship for Turkey has not diminished; on the contrary, it has increased by examining the effect of unpredictable currency depreciations on the export and more generally the trade balance performance (Akbohtanci, 2004; Yazici, 2006; Halicioglu, 2008; Bahmani-Oskooee & Kutan, 2009). Studies seem to have been more interested in investigating whether the Marshall-Lerner (M-L) condition holds or J-curve adjustments process exists.

Recently, some studies, however, suggests that cross-border production linkages are expected to lower the exchange rate elasticity of trade balance since depreciation of national currency also raises the cost of imported contents and intermediates (Kharroubi, 2011; Ahmed et al., 2015). Supporting this premise, Turkey has been observed experiencing production and export transition from traditional agriculture and labor-intensive
manufactures such as food and textile to medium-level technological ones mainly like machinery and motor vehicles over time since the late 1990s. This means its export structure is getting more competitive in the global final product markets but besides, it also implies to the mutual complementarity in production linkages and intermediates trade. Considered Turkey’s high import dependency in its export, depreciation of Turkish lira is expected to become less effective in boosting export growth, especially manufacturing exports because of the density of cross-border production networks in these sectors. Even being true, this premise is subject to criticisms since it ignores the other track in the international trade pattern that intra-industry trade (IIT) has been increasing as well, over time. IIT means countries trade off similar goods simultaneously within the same industry. In this two-way trade pattern, countries are producing goods similar to their import baskets, that the relative price changes can shift the directions of the trade easily. Starting from the omitted link in the recent literature this study also points to the sensitivity moderating effect of IIT in case of Turkey’s trade with OECD-member countries (Note 1). The rest of the study is organized as follows. Section 2 presents the theoretical framework and a summary survey of the current literature on Turkey. Section 3 introduces the data sets and model. Section 4 consists of the empirical approach and analysis process. Section 5 demonstrates the empirical results and finally section 6 has the conclusion and discussion.

2. Theoretical Framework and Related Evidence

2.1 Marshall-Lerner Condition and J-Curve Adjustment

Traditional elasticities approach predicts that the devaluation of a national currency improves this country’s trade balance making its export bundle relatively cheaper in the foreign markets and import bundle more expensive in the domestic market. Even introduced by Bickerdike (1920) initially, this simple relationship was popularized by Marshall (1923) and Lerner (1944). In their approach, for the success of devaluation in a country, the sum of the absolute values of price elasticities of imports (\(e_m\)) and exports (\(e_e\)) demands should be greater than unitary, when initially trade is balanced and supply elasticities are infinite. The elasticity requirement that was later called Marshall-Lerner (M-L) condition, can also be proved mathematically. When nominal exchange rate (\(NER\)) is expressed as the local currency per the foreign currency, and \(P\) and \(P_f\) denote domestic and foreign price levels, respectively, real exchange rate (\(RER\)) can be formulated as in the equation 1.

\[
RER = NER(P_f / P)
\]  

When \(Y\), \(Y_f\), \(EX\), and \(IM\) refer to domestic income, foreign income, export and import, respectively, net export (\(NEX\)) of a country, which initially can be expressed in terms of national currency as in the equation 2.

\[
NEX(RER,Y,Y_f) = EX(RER,Y_f) - RER(IM(RER,Y)) = 0
\]  

Taken the derivatives in equation 2 with respect to \(RER\), and rearranged dividing by \(IM\), the condition that leads to an improvement (deterioration) in the \(NEX\) when \(RER\) increases (decreases) is expressed as in the equation 3.

\[
\frac{\partial (NEX)}{\partial (RER)} \frac{1}{IM} = \frac{\partial (EX)}{\partial (RER)} \frac{1}{IM} \left[1 - \frac{\partial (IM)}{\partial (RER)} \right] > 0
\]  

Considered the assumption that trade is balanced initially, \(EX=IM(RER)\), \(1/IM=RER/EX\), substituting it into the equation 3 and rearranging, we have the final expression of M-L condition in the equation 4.

\[
\frac{\partial (NEX)}{\partial (RER)} \frac{RER}{EX} = \frac{\partial (EX)}{\partial (RER)} \frac{RER}{EX} + \frac{\partial (IM)}{\partial (RER)} \frac{RER}{IM} - 1 > 0
\]  

Elasticities approach and M-L condition have been tested later by numerous scholars who have contributed to related huge literature considering some cases where the original assumptions are not met, such as initial trade deficit or surplus, limited supply elasticity, sticky prices, etc. (Hirschman, 1949; Devereux, 2000; Bahmani-Oskooee & Ratha, 2004). Some empirical evidence underlines the necessities for considering the different exchange rate regimes, countries’ development and industrialization levels, resource endowments, intermediate trades, etc. while investigating the relationship between trade balance and exchange rate (Gylfason & Risager, 1984; Bailliu & Bouakez, 2004; Eicher et al., 2009; Kharroubi, 2011; Ahmed et al., 2015; Pancaro & Saborowski, 2015).

Main critiques against original elasticities approach and M-L condition have centered on the negligence of the time dimension that a real devaluation (or depreciation) of home currency is not immediately followed by trade balance improvement. Besides, it gets worse in the short-run before getting better in the long-run. This lagged
adjustment path that resembles the letter J, was first introduced theoretically as the J-curve phenomenon by Magee (1973), who put forward the binding currency contracts and pass-through effects as possible reasons.

The trade balance of a country can be directly or indirectly affected by numerous supply- and demand-side factors. Demand-side factors are mainly on accessing to foreign markets, measured and proxied by openness, liberalization and globalization. Supply-side factors are physical and human capital stocks, infrastructure and logistic performance, business environment, wage level and labor cost, domestic and foreign incomes, demand and supply elasticities, government expenditures, natural resources endowment, macroeconomic indicators (inflation, interest rate, growth etc.), foreign direct investment, multinational activities, and institutional factors are among many others. There is now an immense literature on both developed and developing countries based on the total or bilateral trade data and/or sectoral aggregated or disaggregated basis (see Bahmani-Oskooee & Ratha, 2004; Bahmani-Oskooee & Hegerty, 2010; Bahmani, Harvey, & Hegerty, 2013, for a detailed survey).

There are studies covering or specifically examining Turkey’s trade balance. Existing findings from the empirical literature on Turkey are diverse depending on partner coverage, sample periods, sectoral disaggregation and econometric methods. According to the available data characteristics, cointegration-based approaches are seen the most common procedures in the studies. As previously mentioned, main attempts in the literature are examining M-L condition and J-curve phenomenon. Some support the M-L condition in both the short and the long-run, while the others found J-curve adjustment process. There are also some studies concluding no significant results or different adjustment patterns such as S-curve.

Gylfason and Risager (1984), grouped countries as developing and industrialized ones, and found 10% devaluation improved current account on an average by 1.2% and 2.2% of their national income for developing and developed countries, respectively. As a developing country, this net effect was 0.7% for Turkey that referred to under-effect compared to the average of developing countries. Brada et al. (1997) found that exchange rate policy was capable of controlling the trade balance effectively in the 1980s and early 1990s for Turkey. Using quarterly data for the period of 1984-1996 and following Johansen cointegration approach, Kale (2001) concluded that real depreciation improves the trade balance in the long-run. Results also support J-curve evidence that this improvement starts with a lag of about one year. Employing error correction model and impulse-response function techniques for the period 1987-2000, Akbostanci (2004) found that M-L condition was satisfied in the long-run. However, there was not a strong evidence supporting J-curve. Kimbugwe (2006) applied several analysis instruments on both aggregated and disaggregated data for the period of 1960 and 2000 annually. Results were not supporting the J-curve hypothesis for the bilateral trade between Turkey and its 9 major trading partners.

Yazıcı (2006), tested whether J-curve hypothesis holds in Turkey’s agricultural sectors, based on the quarterly data covering the period from 1986.Q1 to 1998.QII. Results rejected the J-curve pattern finding a different adjustment path that after devaluations, trade balance initially improved, then worsened, and later improved again in agricultural sectors. Halicioglu (2008) used quarterly bilateral trade data of Turkey’s 13 trade partners for the period of 1985-2005 and applied ARDL bound testing approach. The empirical results indicated that even there was no J-curve effect found in the short-run; the real depreciation of the Turkish lira had a positive impact on Turkey’s trade balances in its trades with the United Kingdom and the United States in the long-run. Similarly, Celik and Kaya (2010) analyzed Turkey’s bilateral trade dynamics with respect to a panel of 7 countries. Employing panel cointegration techniques, they found that the relationships between devaluation/depreciation of Turkish lira and trade balances were country-specific.

One of the studies that consider the effect of oil prices as we do is those of Irhan, Alacahan and Korap (2011). They followed ARDL bounds testing approach and found that real depreciations improved the trade balance strongly. Their results indicate that domestic and foreign incomes have respectively negative and positive effects on the trade balance as theoretically expected. They also found no significant effect of crude oil prices to the trade balance. Yazıcı and Islam (2014) investigated these effects on the bilateral trade balances of Turkey with 15 European Union member countries. Again, they followed the bounds testing approach to the cointegration and the error correction modeling using quarterly data spanning from 1982 to 2001. Their results concluded no evidence of J-curve in any of Turkey’s bilateral trades. However, real depreciation of Turkish lira improved the trade balance of Turkey with some individual countries in the long-run. Akkay (2015) investigated S-curve evidence in Turkey’s trade with different aggregate levels for the quarterly period of 2003 and 2012. The results showed that there is a weak S-curve relation with the rest of the world and the developing countries. On the other hand, they found a strong relation in Turkey’s trade with the developed countries. At the bilateral level, S-curve relations were strong in the 14 out of 20 cases.
Studies in the related literature seem to be restricted to just searching M-L condition and J-curve evidence ignoring what these relationships are also affected by. One of the factors, in this study, is intra-industry trade development that, we also purpose to attract researchers’ attention to the intra-industry trade while interpreting the results. For this purpose, we empirically show how the intra-industry trade level affects the relationships between trade balance and its determinants, especially exchange rate and domestic income. By doing so, we can find out some possible explanations to why Turkey’s trade balance has not improved significantly given the considerable depreciation that Turkish lira has been experiencing recently.

2.2 Intra-Industry Trade and Its Moderating Roles

One of the main factors determining the success of devaluation is the availability of alternative goods that can replace the imported goods in the domestic market. This substitutability can be measured by intra-industry trade (IIT) that show the extent to which a country simultaneously exports and imports similar types of goods. Researchers have been interested in investigating the reasons of increasing IIT among countries especially in those of developed ones since 1970 (Grubel & Lloyd, 1975; Krugman, 1990; Brulhart, 2009). Main explanations for IIT have concentrated on economies of scale and increasing returns, imperfect competition, product differentiation, specialization in different production stages, foreign direct investment flows and the activities of multinational enterprises (Davis, 1995; OECD, 2002; Brulhart, 2009). In this study, we compute Grubel and Lloyd (1975) index for Turkey as the proxy of its IIT level, adapting their methodology to our case similarly to OECD (2002). The index for the manufacturing (Note 2) sector $i$ between Turkey and OECD is computed by the ratio in the equation 5.

$$ IIT = \frac{(EX_i + IM_i) - (EX_i - IM_i)}{(EX_i + IM_i)} \times 100 $$

Where $EX_i$ and $EM_i$, respectively refer to Turkey’s exports and imports in the sector $i$ in its trade with OECD countries over one particular period, quarterly in our case. It was simpler to pretend all the OECD countries as one country. Then the sector-based indexes, calculated in SITC Rev. 3, 3-digits, are aggregated across $N$ industries, total manufactures in our case, using the formula in the equation-6. The aggregation bias caused by this restriction is not a serious problem since we computed trade-weighted averages based on the share of sub-sector $i$ in total manufacturing as suggested by Brulhart (2009) (Note 3). In addition, this study concerns about total trade balance, not the sectoral ones specifically.

$$ IIT = \frac{\sum_{i} (EX_i + IM_i) - (EX_i - IM_i)}{\sum_{i} (EX_i + IM_i)} \times 100 $$

Grubel-Lloyd index can vary between 0 and 1. If the index takes the maximum value of 1, it means Turkey has only IIT that its exports quantity equals to the import quantity in the sector $i$. Conversely, when the index is 0, it means Turkey has only one-way trade over the industry, i.e., it either exports or imports in the sector $i$ (Note 4). In fact, the latter case is consistent with the specialization patterns that neo-classical trade theories predict.

3. Data Sets and the Model

Today OECD has 34 members that account for three-quarters of world trade (OECD, 2016). As a member, Turkey has close political and economic relationships with the other OECD countries, especially with those of that are also European Union members. Historically, OECD countries’ total share is more than half in Turkey’s export and import as seen in Table 1. Figure 1 also illustrates the increasing pattern of $IIT$ between Turkey and OECD.

The trade of Turkey with OECD countries has developed in a deficit dominant pattern. According to UN COMTRADE (2016) data, Turkey’s main export commodities to OECD countries were mainly of traditional agriculture and labor-intensive goods such as food and textile for the pre-2000 period. This has started to change since the late 1990s that the share of medium-level technological manufactures mainly like machinery and motor vehicles in the OECD export has increased. Main commodities in Turkey’s recent import basket from OECD countries, mostly European Union-15, are chemicals, accounting and computing machinery, electrical machinery, and transport equipment.
Table 1. Trade between Turkey and OECD countries (1996-2015, selected years)

<table>
<thead>
<tr>
<th>Years</th>
<th>Turkey’s total export, million U.S. dollar</th>
<th>Export to OECD countries, million U.S. dollar</th>
<th>Share, %</th>
<th>Turkey’s total import, million U.S. dollar</th>
<th>Import from OECD countries, million U.S. dollar</th>
<th>Share, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015</td>
<td>145,613</td>
<td>77,285</td>
<td>53.08</td>
<td>216,932</td>
<td>112,270</td>
<td>51.75</td>
</tr>
<tr>
<td>2014</td>
<td>157,610</td>
<td>76,675</td>
<td>48.65</td>
<td>242,177</td>
<td>116,518</td>
<td>48.11</td>
</tr>
<tr>
<td>2013</td>
<td>151,803</td>
<td>68,684</td>
<td>45.25</td>
<td>251,661</td>
<td>124,207</td>
<td>49.35</td>
</tr>
<tr>
<td>2012</td>
<td>152,462</td>
<td>66,290</td>
<td>43.48</td>
<td>236,545</td>
<td>113,724</td>
<td>48.08</td>
</tr>
<tr>
<td>2011</td>
<td>134,907</td>
<td>67,114</td>
<td>49.75</td>
<td>240,842</td>
<td>121,328</td>
<td>50.38</td>
</tr>
<tr>
<td>2010</td>
<td>113,883</td>
<td>65,394</td>
<td>50.40</td>
<td>185,544</td>
<td>94,163</td>
<td>50.75</td>
</tr>
<tr>
<td>2008</td>
<td>132,027</td>
<td>66,407</td>
<td>50.30</td>
<td>201,964</td>
<td>98,891</td>
<td>48.96</td>
</tr>
<tr>
<td>2005</td>
<td>73,476</td>
<td>45,847</td>
<td>62.40</td>
<td>116,774</td>
<td>67,238</td>
<td>57.58</td>
</tr>
<tr>
<td>2002</td>
<td>36,059</td>
<td>24,432</td>
<td>67.76</td>
<td>51,554</td>
<td>33,608</td>
<td>65.19</td>
</tr>
<tr>
<td>1999</td>
<td>26,587</td>
<td>18,674</td>
<td>70.24</td>
<td>40,671</td>
<td>28,690</td>
<td>70.54</td>
</tr>
<tr>
<td>1996</td>
<td>23,224</td>
<td>14,712</td>
<td>63.35</td>
<td>43,627</td>
<td>31,318</td>
<td>71.79</td>
</tr>
<tr>
<td>1996-2015</td>
<td>1,663,715</td>
<td>895,367</td>
<td>53.82</td>
<td>2,636,120</td>
<td>1,394,780</td>
<td>52.91</td>
</tr>
</tbody>
</table>


Figure 1. Plot of the indicators for Turkey’s OECD trade and intra-industry trade

We use quarterly data modified from different sources as seen in Table 2. There are several measurements of trade balance. We used the ratio of exports to imports as trade balance variable following Rose and Yellen (1989). This specification, showing the import compensation ratio of export as well, enables to transform the variables in logarithmic form and hence allows the coefficients to be interpreted as elasticities (Narayan, 2006). All the series are indexed as 2010.Q1=100.

Table 2. Variables, descriptions, and sources

<table>
<thead>
<tr>
<th>Series</th>
<th>Variables</th>
<th>Descriptions</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trade balance</td>
<td>( \ln TB )</td>
<td>The ratio of Turkey’s exports to its imports in the trade with 33 OECD countries. Manufacturing only.</td>
<td>Author’s calculations from UN COMTRADE, 2016</td>
</tr>
<tr>
<td>Real effective exchange rate</td>
<td>( \ln REER )</td>
<td>Based on consumer price index. Weighted by the shares of trade partners in manufacturing trade. Periodic average.</td>
<td>Author’s calculations from IMF (2016)</td>
</tr>
</tbody>
</table>
It is can be tracked from Figure 2 that the Turkish lira has a real appreciation trend for the period 1998-2007. On the contrary, for the period of 2008-2015, it has a depreciation trend against the basket of the currencies of OECD countries weighted by their shares of the trade with Turkey. Sharp decline in 2001.Q1 and Q2 are the first shocks of abandoning the fixed exchange rate system in February 2001.

This study’s empirical structure is based on Goldstein and Khan’s (1985) imperfectly substituted trade balance model and its variations. Originally, this model embodies the income and price effects, as well. In their approach, neither imports nor exports are perfectly substitutes the domestic goods; domestic income negatively affects trade balance while foreign income and real exchange rate do positively. This weak-substitution model was further discussed by Edwards and Alves (2006), and Edwards and Garlick (2008). The regression model of the study is in the equation 7.

\[
\ln TB_i = \beta_1 + \beta_2 \ln REER_i + \beta_3 \ln Y_i + \beta_4 \ln Y_{if} + \beta_5 \ln OP_i + (\beta_6 \ln IIT_i) + u_i, \\
(i = 1,2,...,5; \; t = 1998.QI,...,2015.QIII)
\]

All the data variables were converted into natural logarithms that help in having a normal distribution and homoscedastic error term. It can also reduce the heteroscedasticity (Sinha, 2007, pp. 94-95, p. 158). After transforming this model into the ARDL form, first it will be estimated without \(IIT\) in order to explore the pure relationships between \(TB\) and its core determinants. Then \(IIT\) will be added to the model to determine whether \(IIT\) moderates these relations.

Following the existing literature, after a change in the real effective exchange rate (REER), if M-L condition is satisfied \(\beta_1\) will be positive in both the short-run and the long-run. However, if trade balance (TB) is adjusted according to J-curve pattern, \(\beta_1\) will be negative in the short-run but positive in the long-run. Considered Goldstein and Khan’s (1985) model, domestic income (\(Y\)) growth leads to increasing in import demand that in turn worsens the trade balance. However, growth in domestic income can also raise the production of import substitution goods, so Turkey can import less as its income increases and consequently trade balance can improve. Similar explanations are true for foreign income (\(Yf\)) in trade partners’ cases. Therefore, \(\beta_2\) and \(\beta_3\) can also be positive or negative depending on the relative net effect of supply and demand-side factors.

The other variable is oil prices (\(OP\)) that is expected to affect export performance negatively. The effect of \(OP\) to the current account and trade balance are among main research interests in Turkey, a country highly dependent
on energy imports. Lower energy import prices are expected to reduce Turkey’s large current deficit. The concern in this study is production side that cheap energy inputs are expected to boost the cost-competitiveness of export. Studies commonly use international crude oil prices for this variable (e.g. Korhonen & Ledyaeva, 2010; Irhan et al., 2011; Narayan et al., 2014). However, this measure does not seem to reflect real cost, since the exchange rate movements and high local taxes change the prices in domestic markets, as in the Turkey’s case. It has been observed that even oil prices have been falling globally from the second half of 2014 to the end of 2015, this downward trend has not been fully reflected to the pump prices in Turkey. Therefore, in this study, we computed real market prices of gasoline for main industrial cities in Turkey, as sold including all taxes. This is the other feature of the study that makes it different. It is converted to the U.S. dollar using current nominal exchange rates and then indexed to 2010.Q1=100 for data harmonization.

The last variable in the equation-7 is IIT that is expected to change the magnitudes of the effects of independent variables. In the manufacturing sectors, IIT levels are relatively high compared to primary commodities (see Brulhart, 2009, for details). This is expected to increase REER sensitivity of trade balance (Kharroubi, 2011). In this study, IIT represents the availability of the alternatives for relatively more expensive imports in the domestic market and more expensive products of other countries in the markets of Turkey’s trade partners after the depreciation of the Turkish lira in Turkey. So, when we added IIT to the model, $\beta_5$ is expected to be significantly positive and to reduce the values of coefficients compared to those of estimated without IIT. Because the opposite effect can occur, i.e., after the appreciation, relatively cheaper imports can replace the more expensive domestic products, $\beta_5$ can also be negative. The latter case can impel Turkey to enforce complementary trade policies to retard the demand shift. These policy options also have some directions for further studies.

4. Empirical Approach and Analysis Process

In order to determine appropriate analysis procedure to follow, first we checked each time series for stationarity using Augmented Dickey and Fuller (1981) (ADF) and Kwiatkowski, Phillips, Schmidt and Shin (1992) (KPSS) unit roots tests. Unit roots test results seen in Table-4 indicate that the variables have different integration orders. ARDL bounds testing procedures, developed by Pesaran and Shin (1999) and Pesaran, Shin and Smith (2001), let the variables integrated in order 1, i.e. I(1), or the level, i.e. I(0), be analyzed. Since no variable is I(2), the study applies the ARDL bounds testing approach that has a number of advantages over conventional cointegration tests. It does not require variables to be integrated of the same order, unless there is I(2). The variables can have different lag lengths in the model. It can be applied to relatively smaller sample size as in our case. The short-run and the long-run effects between variables can be estimated simultaneously without losing any information.

In order to follow the ARDL bounds testing procedure, the regression model in equation-7 is transformed to error correction form as seen in equation-8.

$$D\ln(TB) = \alpha_0 + \sum_{i=1}^{p} \delta_i D\ln(TB)_{t-i} + \sum_{r=0}^{1} \gamma_r D\ln(REER)_{t-r} + \sum_{i=0}^{1} \lambda_i D\ln(Y)_{t-i} + \sum_{j=1}^{m} \phi_j D\ln(OP)_{t-j} + \sum_{i=0}^{L} \hat{\delta}_i D\ln(IT)_{t-i} + \phi_1 \ln(TB)_{t-1} + \phi_2 \ln(REER)_{t-1} + \phi_3 \ln(Y)_{t-1} + \phi_4 \ln(OP)_{t-1} + \phi_5 \ln(IT)_{t-1} + \epsilon_t$$

Where, all the variables are as previously defined. $D$ is the first-difference operator, $L$ is the optimal lag length, $t$ is the time trend and $\epsilon_t$ is the white noise residuals. In the ARDL model, the Schwarz Bayesian Criterion (SC) and the Akaike Information Criterion (AIC) are widely used to determine the optimum lag order. However, Pesaran and Shin (1999) indicate that SC-based ARDL estimators perform better than AIC-based ones and SC is a consistent model selection criterion in most experiments.

When processing the ARDL bounds testing approach, first the existence of a long-run relationship between variables is tested using the $F$-test for the joint significance of lagged level variables. The null hypothesis of no cointegration among variables in equation-8 is $H_0: \phi_1=\phi_2=\cdots=\phi_m=0$ against the alternative hypothesis $H_1: \phi_1\neq\phi_2=\cdots=\phi_m\neq0$. For the $F$-test, Pesaran et al. (2001) generated asymptotic critical values of lower and upper thresholds, assuming all the variables are purely $I(0)$ for the lower bound, and $I(1)$ for the upper bound.

The value of the $F$-test depends on the number of the independent variables ($k$), their integration orders, i.e. $I(0)$ or $I(1)$, and whether the model has intercept, trend or both processes. The critical values those of Pesaran et al. (2001) are more suitable for large sample sizes. Narayan (2004) argues that these critical values cannot be used for small sample sizes. Given a relatively small size of our study with 71 observations, we consider the critical values reported by Narayan (2004), which based on sample size between 30 and 80. If the $F$-test statistic exceeds the upper critical values, the existence of the long-run relationship is verified, rejecting the null hypothesis of no
cointegration. Otherwise, \( i.e., \) when the test statistic is below the upper critical values, the existence of the cointegration is rejected. If it lies between the bounds, the relationship is inconclusive.

When the \( F \)-test concludes a long-run relationship, then the long-run coefficients specified in the equation-9 are estimated.

\[
\ln(TB)_t = \alpha + \sum_{i=1}^{s} \phi_i \ln(TB)_{t-i} + \sum_{j=0}^{l} \beta_j \ln(REER)_{t-j} + \sum_{i=0}^{l} \theta_i \ln(Y)_{t-i} + \sum_{i=0}^{l} \lambda_i \ln(Yf)_{t-i} + \epsilon_t
\]

In order to have an idea how to set the maximum lag order, we compared \( SC \) and \( AIC \) in the unrestricted vector autoregression (VAR). Finally, the error correction model under the ARDL framework can be specified as in the equation-10. Estimating this error correction model allows us to have the short-run dynamics of the relationships between trade balance and its potential determinants.

\[
D\ln(TB)_t = \alpha + \sum_{i=1}^{s} \phi_i D\ln(TB)_{t-i} + \sum_{j=0}^{l} \beta_j D\ln(REER)_{t-j} + \sum_{i=0}^{l} \theta_i D\ln(Y)_{t-i} + \sum_{i=0}^{l} \lambda_i D\ln(Yf)_{t-i} + \epsilon_t
\]

In the equation-10, \( ECM_{t-i} \) is the error correction term and defined as in the equation-11.

\[
ECM_t = \ln(TB)_t - \alpha - \sum_{i=1}^{s} \phi_i \ln(TB)_{t-i} - \sum_{j=0}^{l} \beta_j \ln(REER)_{t-j} - \sum_{i=0}^{l} \theta_i \ln(Y)_{t-i} - \sum_{i=0}^{l} \lambda_i \ln(Yf)_{t-i} - \sum_{i=0}^{l} \lambda_i \ln(Yf)_{t-i}
\]

To ensure the convergence of the dynamics to long-run equilibrium, the sign of the coefficient \( \Omega \) for the lagged error correction term \( (ECM_{t-i}) \) is required to be negative and significant (Kyophilavong et al., 2013).

5. The Empirical Results

Table-3 displays the descriptive statistics and pairwise correlations of the variables. Jarque-Bera normality test confirms that series are normally distributed at 5\% level. All the variables, except \( Y \), are positively correlated with \( TB \). In general, the correlations between \( TB \) and its determinants are weak.

### Table 3. Descriptive statistics and pairwise correlation, \((n=71)\)

<table>
<thead>
<tr>
<th></th>
<th>( \ln(TB) )</th>
<th>( \ln(REER) )</th>
<th>( \ln(Y) )</th>
<th>( \ln(Yf) )</th>
<th>( \ln(OP) )</th>
<th>( \ln(IIT) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>4.177</td>
<td>4.438</td>
<td>4.472</td>
<td>4.540</td>
<td>3.989</td>
<td>4.332</td>
</tr>
<tr>
<td>Maximum</td>
<td>4.491</td>
<td>4.626</td>
<td>4.830</td>
<td>4.671</td>
<td>4.917</td>
<td>4.813</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>0.145</td>
<td>0.118</td>
<td>0.220</td>
<td>0.099</td>
<td>0.923</td>
<td>0.392</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.159</td>
<td>-0.418</td>
<td>-0.043</td>
<td>-0.529</td>
<td>-0.915</td>
<td>-0.349</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>2.263</td>
<td>2.856</td>
<td>1.562</td>
<td>2.061</td>
<td>3.183</td>
<td>1.775</td>
</tr>
<tr>
<td>Jarque-Bera</td>
<td>1.370</td>
<td>2.305</td>
<td>4.311</td>
<td>5.124</td>
<td>5.701</td>
<td>1.253</td>
</tr>
<tr>
<td>Probability</td>
<td>0.504</td>
<td>0.316</td>
<td>0.116</td>
<td>0.077</td>
<td>0.058</td>
<td>0.535</td>
</tr>
</tbody>
</table>

ADF and KPSS unit roots tests results are reported in Table-4 show that there is a mixture of \( I(1) \) and \( I(0) \) of the variables.
Table 4. Results of unit root tests

<table>
<thead>
<tr>
<th>Variables</th>
<th>ADF</th>
<th>KPSS</th>
<th>Inference</th>
</tr>
</thead>
<tbody>
<tr>
<td>lnTB</td>
<td>-5.024*</td>
<td>0.217*</td>
<td>I(0) or I(1)</td>
</tr>
<tr>
<td>DlnTB</td>
<td>-4.549*</td>
<td>0.166</td>
<td>I(0)</td>
</tr>
<tr>
<td>lnREER</td>
<td>-2.652</td>
<td>0.214</td>
<td>I(1)</td>
</tr>
<tr>
<td>DlnREER</td>
<td>-7.380*</td>
<td>0.140*</td>
<td>I(0)</td>
</tr>
<tr>
<td>lnY</td>
<td>0.227</td>
<td>0.076*</td>
<td>I(0) or I(1)</td>
</tr>
<tr>
<td>DlnY</td>
<td>-6.216*</td>
<td>0.075*</td>
<td>I(0)</td>
</tr>
<tr>
<td>lnYf</td>
<td>-3.851*</td>
<td>0.074*</td>
<td>I(0)</td>
</tr>
<tr>
<td>DlnYf</td>
<td>-6.439*</td>
<td>0.084*</td>
<td>I(0)</td>
</tr>
<tr>
<td>lnOP</td>
<td>-1.080</td>
<td>0.178</td>
<td>I(0) or I(1)</td>
</tr>
<tr>
<td>DlnOP</td>
<td>-3.851*</td>
<td>0.157*</td>
<td>I(0)</td>
</tr>
<tr>
<td>lnIIT</td>
<td>-6.046*</td>
<td>0.095*</td>
<td>I(0)</td>
</tr>
</tbody>
</table>

Note. 5% critical values are -2.904 (with trend) and -3.476 (with trend and intercept) for ADF test statistics and 0.463 (with trend) and 0.146 (with trend and intercept) for KPSS test statistics. * Stationary at 5% level.

Then equation-8 is estimated to examine the long-run relationships among the variables, in two stages: Without $lnIIT$ and then with $lnIIT$. We compared SC and AIC in the unrestricted VAR that they indicated lag orders 1 and 5, respectively. After setting the maximum length to 1 and 5, we have the result indicate that the best fitting models, which make the SC and AIC minimum are ARDL(1,0,0,0,0) for SC and ARDL(4,2,5,4,1) for AIC. When $lnIIT$ is added, the best fitting models for the criteria are ARDL(1,0,0,0,0,0) and ARDL(4,2,5,4,5,4) for SC and AIC, respectively.

In this study’s case, SC was quite meticulous in comparison with to AIC while evaluating the possible models. However, it is seen that over-fitting problem can arise from the AIC-based model selection. Hence, analyses are processed based on the both model selections, which also helps in comparing the results. Further, main stability and residual diagnostic tests like serial correlation, normality, heteroscedasticity, cumulative sum (CUSUM) and sum of squares (CUSUMSQ) tests are applied to check the estimation robustness. Calculated $F$-statistics based on SC and AIC are separately displayed in Table 5.

We can observe that estimation results of the $F$-statistics for both AIC- and SC-based models exceed the upper critical values at 1% level. In fact, they are also greater than those upper critical values that Pesaran and Shin (1999) and Pesaran et al. (2001) generated.

Table 5. Bound testing results and cointegration relationship

<table>
<thead>
<tr>
<th>$F$-statistic value</th>
<th>Without $lnIIT$</th>
<th>Bound Critical Values* (n=71; k=4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC-ARDL (lag:1)</td>
<td>(1,0,0,0,0)=8.781</td>
<td>I(0)  I(1)  I(0)  I(1)  I(0)  I(1)</td>
</tr>
<tr>
<td>SC-ARDL (log:1)</td>
<td>(1,0,0,0,0,0)=8.597</td>
<td>I(0)  I(1)  I(0)  I(1)  I(0)  I(1)</td>
</tr>
</tbody>
</table>

Note. * Critical values are extracted from Narayan (2004).

Consequently, $F$-statistics strongly infer the existence of the cointegration relationship between the variables. After estimating equation-9, we have the results of Table-6.
The results in the first row of the Table 6 show that in both models \( REER, Y \) and \( Yf \) are important determinants of the trade balance in the long-run. 1% depreciation (appreciation) of the Turkish lira yields to an improvement (deterioration) in the \( TB \) by 0.75% for the \( SC \)-based model and 1.95% for the \( AIC \)-based model. This evidence strongly suggests that the M-L condition holds for the long-run. Differences of coefficient magnitudes between models provide once again that the results are very sensitive to lag length and hence, right selection of criteria is very important in the ARDL framework. We suggest comparing both results as we have done here in order to prevent possible over- and under-estimation problems. Turning back to the results, 1% increase in \( Y \) seems to worsen \( TB \) by 1.38% and 1.47% for \( SC \)- and \( AIC \)-based models, respectively. The strongest factor affecting \( TB \) in the study is \( Yf \) that a 1% real growth of OECD in total, will ease Turkey’s trade deficit by 4.38% and 5.73% according to \( SC \)- and \( AIC \)-based model estimations, respectively. There is no significant effect of \( OP \) on the \( TB \).

When we added \( IIT \) to the model, the signs of all the variables remained the same, but the magnitudes of their coefficients changed. This is true for both models as seen in the second line of the Table 6. \( IIT \) is significantly positive on its own that \( IIT \) also embodies impact on \( TB \). Considerably decreases in the elasticities of \( REER \) and \( Y \) after adding \( IIT \), can be interpreted in a different way that the success of the depreciation partly depends on the availability of the similar products of the import basket in the domestic market. This is what \( IIT \) exactly measures. When \( Y \) increases it is expected that the import also increases. Again, if Turkey produces goods that are similar to its import, \( i.e. \), high \( IIT \), the import demand caused by the income increased can also be restricted.

In order to see the short-run coefficients, we estimated the model based on the equation-10 together with the error correction model structured in the equation-11 again with and without \( IIT \) for both \( SC \) and \( AIC \) models. Only significant coefficients are reported in the Table 7. Results comprise three important findings: First, since the real depreciation improves \( TB \) in the short-run as well, there is no evidence found supporting the J-curve adjustment. This is true for the both models that M-L conditions is satisfied in both the long-run and the short-run. Secondly, there is no significant variable with a different sign in the short-run from those of the long-run. Finally, the error correction terms (\( ECM_i \)) are significant and negative in the both models’ estimations, indicating the convergence to long-run equilibrium of trade balance after a shock to its determinants. The speed of this adjustment is higher in the \( SC \)-based model with and without \( IIT \) (0.89) than those of \( AIC \)-based ones without \( IIT \) (0.47) and with \( IIT \) (0.61) as expected since the \( AIC \)-based model let more lags in the model. When the models with \( IIT \) are considered, it is seen that a deviation from the long-term equilibrium is corrected by approximately 89% for the \( SC \)-based model and 61% for the \( AIC \)-based model over each period. In general, error correction terms point out a high-speed of convergence to equilibrium.

### Table 6. Estimated long-run coefficients (dependent variable: \( lnTB_i \))

<table>
<thead>
<tr>
<th>Variables</th>
<th>( SC-ARDL:(1,0,0,0,0) )</th>
<th>( AIC-ARDL:(4,2,5,4,1) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( lnREER_i )</td>
<td>0.751 [3.897]*</td>
<td>1.948 [2.469]*</td>
</tr>
<tr>
<td>( lnY_i )</td>
<td>-1.377 [-6.454]*</td>
<td>-1.469 [-4.662]*</td>
</tr>
<tr>
<td>( lnYf_i )</td>
<td>4.376 [4.668]*</td>
<td>5.732 [3.001]*</td>
</tr>
<tr>
<td>( lnOP_i )</td>
<td>-0.087 [-1.359]</td>
<td>0.013 [0.089]</td>
</tr>
<tr>
<td>( constant_i )</td>
<td>-5.853 [-1.979]</td>
<td>-6.666 [-1.332]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variables</th>
<th>( SC-ARDL:(1,0,0,0,0) )</th>
<th>( AIC-ARDL:(4,2,5,4,5) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( lnREER_i )</td>
<td>0.575 [-3.742]*</td>
<td>1.296 [2.320]*</td>
</tr>
<tr>
<td>( lnY_i )</td>
<td>-1.129 [-4.627]*</td>
<td>-0.689 [-6.635]*</td>
</tr>
<tr>
<td>( lnYf_i )</td>
<td>4.381 [4.190]*</td>
<td>5.664 [3.303]</td>
</tr>
<tr>
<td>( lnOP_i )</td>
<td>-0.085 [-1.330]</td>
<td>0.102 [0.829]</td>
</tr>
<tr>
<td>( lnIIT )</td>
<td>0.413 [2.134]*</td>
<td>-0.458 [-2.811]*</td>
</tr>
<tr>
<td>( constant_i )</td>
<td>-4.371 [-1.495]</td>
<td>-3.204 [-1.231]</td>
</tr>
</tbody>
</table>

Notes: \( t \) statistics are in the [brackets]. * denotes significance at 5% levels.
We analyzed quarterly aggregated time-series data of the period spanning from 1998.QI to 2015.QIII, following...
the procedures of the autoregressive distributed lag (ARDL) bounds testing approach to the cointegration and the error correction modeling. Because of the high sensitivity of coefficients to the lag lengths selected by criteria, we processed the analyses for both Schwarz and the Akaike information criterion-based models, in order to prevent possible over- and under-estimation problems. Results of both models were controlled adding intra-industry trade to each.

Consistent results of both model estimations reveal that real effective exchange rate, together with domestic and foreign incomes are still among the core determinants of Turkey’s trade balance. The evidence that depreciations of the Turkish lira strongly improves trade balance in both the short-run and the long-run, indicates no evidence of J-curve adjustment process. The strongest factor affecting trade balance in our model is foreign income that 1% real growth of OECD in total, eases Turkey’s trade deficit by 4.38% and 5.73% according to the Schwarz and the Akaike criterion based model estimations, respectively. The only factor influencing trade balance negatively in our model is domestic income, which means Turkey’s growth tends to deteriorate trade balance by also increasing the import demand. There is no significant impact of domestic oil prices found on the trade balance, that is apparently consistent with previous studies’ results. This insignificance possibly comes from the sectoral characteristics. Manufacturing sectors, especially medium and high tech ones are the knowledge-based production that is expected to have a lower dependency on the oil.

The Turkish lira has been experiencing a real depreciation recently. When considered the high exchange rate sensitivity of trade balance verified in the study, the question why Turkey’s trade balance has not improved sufficiently, can be partly answered by the effect of the intra-industry trade. When we added intra-industry trade to the model, the signs of all the variables remained the same, but the magnitudes of their coefficients changed. Intra-industry trade is significantly positive on its own that means it also embodies impact on trade balance. Considerably decreases in the elasticities of the real effective exchange rate and domestic income after adding intra-industry trade, can be interpreted in a different way that the success of the depreciation partly depends on the availability of the locally produced goods similar to the import basket in the domestic market. Overall results confirm that exchange rate adjustments are not that effective alone and underline the importance of import-substitution capability along with the export-oriented production to ease the longstanding large trade deficits for Turkey. In this context, active policies encouraging the local producers to learn to produce goods similar to the imports can be a production-side solution. This is a long process requiring structural and integrated changes gradually, including subsidies, product diversification, technology transfer, adaptation, imitation, etc.
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Notes

Note 1. OECD member countries, in alphabetical order, are Australia, Austria, Belgium, Canada, Chile, Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Israel, Italy, Japan, Korea, Luxembourg, Mexico, Netherlands, New Zealand, Norway, Poland, Portugal, Slovak Republic, Slovenia, Spain, Sweden, Switzerland, (Turkey), the United Kingdom, the United States.

Note 2. Codes for manufacturing sectors are the sub-group of 15-37 under the tabulation category D for ISIC-Revision 3. For SITC-Revision 3, manufacturing codes are 5 to 8, except 667-68. See UN (2016) for detailed classification structures and further explanations.

Note 3. Brulhart (2009) provides comprehensive IIT measurements using the data of more than 39 million bilateral trade flows among more than 200 countries for the period 1962-2006 in yearly basis. Because we need
the data until 2015 and as quarterly, we calculated a new data set for Turkey’s manufacturing trade with the OECD countries. His calculations are in both SITC 3- and 5-digits level. However, we calculated in just SITC rev. 3, 3-digit level.

Note 4. There are also different approaches to measuring IIT. One takes trades in the similar products into account and the second one distinguishes the products by their quality and price characteristics. These two approaches are called horizontal IIT and vertical IIT, respectively. Moreover, there is also a marginal IIT, which gauges how the regular Grubel-Lloyd index varies when the marginal trade changes (see Brulhart, 2009, for further explanations). Our study does not classify IIT for its primary intended purposes.

Note 5. All the unreported results can be obtained from the author upon request.
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