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Abstract 

The commodity market has been becoming one of the main popular segments of the financial markets among 

individual and institutional investors in recent years, due to downward trend on the stock exchanges. Likely to 

the equity market, the problem of anomalies in the commodities market is becoming an interesting phenomenon, 

particularly in the segment of the agricultural market. This paper tests the hypothesis of: monthly, daily, the 

day-of-the week, the first and the second half of monthly effects on the market of rubber futures, quoted in the 

period from 01.12.1981 to 31.03.2015. Calculations presented in this paper indicate the existence of monthly 

effect: in May and November, with the use of the average monthly rates of return and in February, March, April, 

June, July, August, October and December, when the daily average rates of return were implemented. The 

seasonal effects were also observed in the case of testing the statistical hypothesis for daily averaged rates of 

returns for different days of the month (15
th

), as well as for the daily average rates of retuarn on various days of 

the week (Thursday). The seasonal effects were no registered for the daily average rates of return in the first and 

in the second half of a month. 

Keywords: market efficiency, commodity market, rubber, calendar anomalies 

1. Introduction 

According to Efficient Market Hypothesis (EMH), introduced by Fama (1970), the security prices fully reflect 

all available information. This theory has been subjected to many analysis and has become a main source of 

disagreement between academics and practitioners. The latter tends to reject the EMH while the academics 

support it. Current definitions of EMH differ from that formulated by Fama (1970). According to them, the 

efficiency of markets prevents systematic beating the market, usually in a form of above-average risk-adjusted 

returns. Because of the fact, that stock market anomalies breach the EMH, they are the subject to many empirical 

research. The problem of the financial markets efficiency, especially of equity markets, has become a main topic 

of number of scientific works, which has led to a sizable set of publications examining this issue. In many 

empirical work dedicated to the time series analysis of rates of return and stock prices, statistically significant 

effects of both types were found, i.e. calendar effects and effects associated with the size of companies. These 

effects are called "anomalies", because their existence testifies against market efficiency. Discussion of the most 

common anomalies in the capital markets can be found, among others, in Simson (1988) or Latif et al. (2011). 

One of the most common calendar anomalies observed on the financial markets are: 

A) Day-of-the-week effect–different distributions of expected rates of return can be observed for different days 

of the week (Keim & Stambaugh, 1984). Strong evidence of the day-of-the-week effect has been found by many 

academics in major markets (Gibbon & Hess, 1981). The day-of-the-week effect in the US market was also 

presented, among others, in the works of: Jaffe et al. (1989), French (1980), Lakonishok and Maberly (1990). 

The evidence for UK market was examined by: Theobald and Price (1984), Jaffe and Westerfield (1985), Board 

and Sutcliffe (1988), Agrawal and Tandon (1994), Peiro (1994), Mills and Coutts (1995), Dubois and Louvet 

(1996), Coutts and Hayes (1999). Peiro (1994), Agrawal and Tandon (1994), Dubois and Louvet (1996) and 

Kramer (1996), Marquering et al. (2006) provided evidence of negative Monday and Tuesday returns for 

Frankfurt exchange. In works of Solnik and Bousquet (1990), Agarwal and Tandon (1994), there was found an 

evidence of negative Tuesday rates of return in Paris market, while Condoyanni et al. (1987) and Peiro (1994) 

demonstrated negative Monday and Tuesday rates or return on the same market and Barone (1990) in Milan. 
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Research regarding rates of return on other markets was performed in works of Kato et al. (1990), and also by 

Sutheebanjard and Premchaiswadi (2010). On the Polish market, findings regarding the day-of-the-week effect 

were conducted among others by: Buczek (2005, pp. 51-55) and Szyszka (2007, pp. 141-146). 

B) Monthly effect–achieving by portfolio replicating the specified stock index, different returns in each month. 

The most popular monthly effect is called “January effect”, i.e. the tendency to observe higher average rate of 

return of stock market indices in the first month of the year (Haug & Hirschey, 2006). For the first time, this 

effect was observed by Keim (1983), who noted that the average rate of return on stocks with small 

capitalization is the highest in January. In case of large and mid-capitalization companies, the effect was not so 

perceptible. Although January was the best single month in UK, the period from December to April consisted of 

months, which on average produced positive returns (Rozeff & Kinney 1976, Corhay et al. 1988). Bernstein 

(1991), taking into consideration the behavior of the US equity market in the period from 1940 to 1989, observed 

the interdependence between rates of returns in each month. Keong et al. (2010) concluded that most of the 

Asian countries exhibit positive rates of return in December except Hong Kong, Japan, Korea and China. 

Modern researches, e.g. Gu (2003) and Schwert (2002) prove that in the last two decades of the twentieth century, 

phenomenon of the month-of-the-year effect was much weaker. To the same conclusion came Seow and Wong 

(1998) on the Singapore market, Gu (2003)–on the USA market and Gu and Simon (2003) on the UK market. 

This fact would suggest that the discovery and dissemination of the monthly effect in world financial literature 

contributed to the increase of market efficiency. 

C) Other seasonal effects–in the financial literature, the following calendar effects can be found: 

1). The weekend effect 

Cross (1973) found that markets tend to raise on Fridays and fall on Mondays. His findings generated a flood of 

research (Lakonishok & Levi, 1982; Jaffe & Westerfield, 1985; Condoyanni et al., 1987; Connolly, 1991, 

Abraham & Ikenberry, 1994; Chen & Signal, 2003). In the literature two ways of computing weekend rates of 

return are implemented. In the first approach, Friday close and Monday open prices are used, while in the second 

example Friday close and Monday close prices are employed.   

2). The holiday effects  

Markets before holidays or other trading breaks tend to rise. In the US there is a number of studies looking at this 

issue, e.g., Fields (1934), Ariel (1987 and 1990), Lakonishok and Smith (1988) and Cadsby and Ratner (1992). 

3). Within-the-month effect 

Positive rates of returns only occur in the first half of the month (Ariel, 1987; Kim & Park, 1994). 

4). Turn-of-the month effect 

Average rate of return calculated for the last day of the month and for three days of the next month, was higher 

than the average rate of return calculated for the month, for which the rate of return of only one session, was 

taken. Lakonishok and Smidt (1988) found that the four days at the turn-of-the-month averaged a cumulative rate 

of increase of 0,473% versus 0,0612% for and average four days. The average monthly increase was 0,349%, i.e., 

the DJIA went down during non-turn-of-the-month period.  

Commodity market is one of the segments of the financial market, characterized by high heterogeneity of assets 

compared to the stock or bond markets (Johnson & Soenen, 1997). It is often perceived as a separate asset class, 

which in turn leads to low correlation of commodity market rates of return in comparison to the returns on the 

stock or bonds markets. The consequence of this fact is the possibility of constructing more diversified 

investment portfolio compared to a portfolio solely consisting of shares or bonds. Another factor in favor of 

investing in the commodity market is the ability to protect the investment portfolio from the negative effects of 

inflation. This type of investor preferences in building an investment portfolio are clearly visible in the period of 

increased inflation (Gorska & Krawiec, 2013). Another factor encouraging investors to carry out investments in 

the commodity market can be a threat of currency devaluation or the outbreak of armed conflict. 

In the world literature, in contrast to the stock market, relatively little attention has been dedicated to the 

occurrence of the seasonality effects on the agricultural commodity market. This fact was one of the reasons 

encouraging the author to undertake empirical studies. 

The aim of this article is to examine the prevalence of selected seasonality effects on the market of rubber future 

contract. The prices for rubber futures are expressed in Yen per kilogram and the contract unit is equal to 5000 

kilograms. Natural rubber futures are listed on a number of exchanges all over the world, e.g.: The RSS3 

(Ribbed Smokde Sheets no. 3) natural rubber–on the Osaka Mercantile Exchange (OME), the Tokyo Commodity 
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Exchange (TOCOM), The Singapore Commodity Exchange (SICOM), The Agricultural Futres Exchange of 

Thailand (AFE) and the Shanghai Futures Exchange (SEF).  

Analysis of the seasonality effects will apply to monthly returns (average monthly returns and average daily 

returns in each of analyzed months), to returns over various days of the week, over various days of a month, and 

as well as to average daily rates of return in the first (days from the 1
st
 to the 15

th
) and in the second half of 

month (from 16
th

 to the end of the month). Statistical tests were conducted for rubber futures on the basis of 

Reuters prices for the period from 01.12.1981 to 31.03.2015.  

1.1 Relevant Literture 

In the scientific literature a statement can be found that the stock market is somehow predestined to record 

number of anomalies, whereas the foreign exchange is the most effective of all the markets (Froot & Thaler 

1990). It is worth noting that the number of scientific papers dedicated to commodity market efficiency is lower 

than those relating to the stock market. Numerous research has examined the price efficiency of agricultural 

markets. However, many of the studies differ with respect to the analyzed commodity, the covered time period 

and implemented method of analysis, and the type of data employed in the research (Garcia et al., 1988).  

Tests of price market efficiency in a weak form were conducted among others by Bigman et al. (1983), Kofi 

(1972), Leath and Garcia (1983), Springs (1981) and Tomek and Gray (1970). All of these studies focused on the 

following agricultural commodities: wheat, corn, soybeans (Bigman et al., 1983), wheat, corn, soybeans, cocoa, 

coffee (Kofi, 1972), corn (Leath & Garcia, 1983 ), corn (Springs, 1981), corn, soybeans and potatoes (Tomek & 

Gray, 1970). In turn, test of price market efficiency in a semi-strong form were performed by Canarella and 

Pollard (1985), Just and Rausser (1975), Rausser and Carter (1983) and regarded markets of: wheat, corn, 

soybeans, soybean oil (the two first papers) and markets of soybean and soybean oil (the third paper).  

The price inefficiency of some agriculture commodity markets was proved by (Garcia et al., 1988): 

1) Bigman et al. (1983) – wheat, corn and soybeans, 

2) Bigman and Goldfarb (1985) – wheat, corn, soybeans, 

3) Brinegar (1970) – wheat, corn, rye, 

4) Helms et al. (1984) – soybeans, soybean oil, 

5) Hunt (1974) – wool, 

6) Martel and Helms (1978) – wheat, corn, oats, soybeans, soybean oil,  

7) Stevenson and Bear (1970) – cottonseed oil and soybeans.  

There are, however, works proving thesis of the effectiveness of selected commodity market segments: 

8) Labys and Granger (1970) – corn, oat, rye, wheat, lard, 

9) Larson (1960) – corn. 

The third group of scientific works prove thesis of the mixed nature of the effectiveness of different types of 

commodity markets: 

10) Cargil and Rausser (1972) - corn, oat, rye, soybeans, wheat,  

11) Cargil and Rausser (1975) - corn, oat, rye, soybeans, wheat,  

12) Gordon (1985) – wheat, corn, rough rice, soybeans, cotton, orange juice, soybean oil, 

13) Labys and Granger (1970) – cottonseed oil, corn, cocoa, lard, soybeans, soybean oil, cotton, rye, oat, 

wheat, rubber, 

14) Martel and Phillippatos (1974) – wheat and soybeans, 

15) Smidt (1965) – rye and soybeans.  

On the basis of above mentioned research, one may formulate the hypothesis that the markets were relatively 

efficient prior to 1973. Due to the increasing turbulence in the 1970s, the market inefficiency was observed in the 

period from 1973 to 1979. The period from 1979 to 1987 was hypothesized to be more efficient than the period 

from 1973 through 1979 (Garcia et al., 1988). Fortenberry and Zapata (1993) evaluated the relationship of the 

North Carolina corn and soybean markets with respect to CBOT–no strong evidence was found to reject the 

efficiency hypothesis. Aulton et al. (1997) investigated the efficiency of agricultural commodities in UK markets. 

They found wheat market as efficient. Sabuhoro and Lare (1997) demonstrated with the use of cocoa and coffee 

futures prices, that there was no evidence to reject the null hypothesis concerning the effectiveness of both 
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markets. Result indicated by Mckenzie and Holt (1998), on the basis of future and spot prices of some 

agricultural commodities in the period of 1966-1995, proved that corn and soybean futures markets are both 

efficient and unbiased in the long-run, but short-run inefficiencies were found to exist in each market.  

Wang and Ke (2005) studied wheat and soybean futures markets in China. The results suggest that future market 

of wheat was inefficient, which might be caused by overspeculation and government intervention on this market. 

Lokare (2007) found an evidence concerning sugar and cotton markets in India, but Sahoo and Kumar (2009) 

concluded that the commodity futures markets of soybean oil was efficient in the same country. Ali and Gupta 

(2011) examined the efficiency of the futures markets of twelve agricultural commodities quoted at NCDEX 

with the use of Johansen’s cointegration analysis. They proved that there was a long-term relationship between 

futures and spot prices for all of the selected commodities except wheat and rice. Sehgal et al. (2012), during the 

analysis of ten agricultural prices in the period of June 2003-March 2011 quoted on NCDEX, observed that all 

commodity markets were efficient except one (turmeric).  

Zunino et al. (2011) applied information theory methods to the commodity markets and ranked them finding that 

silver, copper and cotton were the most efficient commodities in the analyzed period. Kim et al. (2011b) with the 

use of the random matrix theory and network analysis, found that stock and commodity markets were well 

decoupled except oil and gold, showing signs of inefficiency. The analysis of Korean agricultural market with 

the application of detrended fluctuation analysis proved its inefficiency (Kim et al., 2011a). Lee et al. (2013) 

found that returns in October for corn, April for soybeans and August for wheat futures dominate returns of other 

months. 

Kristoufek and Vosvrda (2013) introduced the Efficiency Index to rank the commodity according to their 

efficiency. Authors analyzing daily futures prices of 25 commodities, registered the strongest anti-persistence 

concerning cocoa, oats and orange juice. There were sugar, copper, palladium and platinum among commodities 

with a signs of persistence. On the other hand, cotton and natural gas were classified as the closest to the 

efficient market value. With the use of Efficiency Index calculated for all of analyzed commodities, the most 

efficient of the commodities turned out to be heating oil, followed by WTI crude oil. Cotton, wheat and coffee 

came after these with the smaller level of efficiency. Kellard et al. (1999) analyzed the efficiency of several 

commodities traded in different markets, including soybeans on the CBOT, finding a long-run equilibrium 

relationship but a short-run inefficiency for most of the markets.   

Ovararin and Meade (2010) with the use of GARCH model proved that day-of-the-week seasonality effect was 

observed for rubber, rough rice and white sugar. For rubber, the day-of-the-week reached the peak and the 

bottom on Monday and Wednesday, respectively. Ciner (2002) examining the relationship between volume and 

price in rubber future market in Tokyo, proved with the use of linear Ganger causality test, that volume do not 

explain the expected rates of return.   

In summary, there has not been consensus about the efficiency of agricultural commodities. One reason for the 

heterogeneous results are the different test setups and the second a single-market perspective (Otto, 2011). 

2. Methods 

The adapted methodology can be divided into two parts: 

1) Testing the null hypothesis regarding equality of variances of rates of return in two populations,  

2) Testing the null hypothesis regarding equality of averages rates of return in two populations.  

2.1 Testing the Null Hypothesis Regarding Equality of Variances of Rates of Return in Two Populations  

The null and alternative hypothesis can be formulated as follows: 

𝐻0
𝐹 : 𝑆1

2 = 𝑆2
2 

𝐻1
𝐹 : 𝑆1

2 ≠ 𝑆2
2                                      (1) 

where: 

𝑆1
2- variance of rates of return in the first population,  

𝑆2
2- variance of rates of return in the second population. 

As the last part of the calculation will be carried out using the F-statistics (so called Fisher-Snadecor statistics) 

for equality of variances of two population rates of return, where 𝐹 =
𝑆𝑖

2

𝑆𝑗
2, with the condition that: 𝑆𝑖

2 > 𝑆𝑗
2 and 

the degrees of freedom are equal:  
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𝑛𝑖 – for variance in the numerator of F, 

𝑛𝑗 – for variance in the denominator of F. 

If F-test (computed for α=0,05) is lower than F-statistics, e.g. the ratio F-test to F-statistics is lower than 1, there 

is no reason to reject the null hypothesis. 

2.2 Testing the Null Hypothesis Regarding Equality of Average Rates of Returns in Two Populations  

According to the adopted methodology, the survey covers two populations of returns, characterized by normal 

distributions. On the basis of two independent populations of rate of returns, which sizes are equal n1 and n2, 

respectively, the hypotheses H0 and H1 should be tested with the use of statistics z (Osinska, 2006, pp. 43-44): 

z =
r1̅̅ ̅−r2̅̅ ̅

√(
S1

2

n1
+

S2
2

n2
)

                                      (2) 

where: 

𝑟1̅ –average rate of return in the first population, 

𝑟2̅ –average rate of return in the second population,  

The Formula 2 can be used in the case of normally distributed populations, when the populations variances are 

unknown but assumed equal. The number of degrees of freedom is equal to: 𝑑𝑓(1) = 𝑛1 + 𝑛2 − 2. 

When the populations variances are unequal, the number of degrees should be modified according to the 

following formula (Defusco et al., 2001, p. 335):  

𝑑𝑓(2) =
(

𝑆1
2

𝑛1
+

𝑆2
2

𝑛2
)

2

(𝑆1
2 𝑛1⁄ )

2

𝑛1
+

(𝑆2
2 𝑛2⁄ )

2

𝑛2

                                 (3) 

In the case of two populations, both with equal or unequal variances, the null hypothesis H0 and alternative 

hypothesis H1 regarding equality of rates of return in two populations, can be formulated as follows: 

𝐻0: 𝐸(𝑟1) = 𝐸(𝑟2) 

𝐻1: 𝐸(𝑟1) ≠ 𝐸(𝑟2)                                    (4) 

In particular: 

1) For the analysis of the monthly rates of return, if 𝑟1̅ is the monthly average rate of return in month X (the 

first population), then 𝑟2̅ is the monthly average rate of return in all other months, except month X (the 

second population). 

2) For the analysis of the daily rates of return, if 𝑟1̅ is the daily average rate of return in month X (the first 

population), then 𝑟2̅ is the daily average rate of return in all other months, except month X (the second 

population). 

3) For the analysis of the daily rates of return for individual days of the week, if 𝑟1̅ is the daily average rate of 

return on day Y (the first population), then 𝑟2̅ is the daily average rate of return in all other days, except 

day Y (the second population).  

4) For the analysis of the rates of return for individual days of month, if 𝑟1̅ is the daily average rate of return 

on day Y (the first population), then 𝑟2̅ is the daily average rate of return in all other days, except day Y 

(the second population). 

5) For the analysis within-the-month effect, if 𝑟1̅ is the average rate of return in the first half of the analyzed 

months (days from the 1
st
 to the 15

th
–the first population), then 𝑟2̅ is the average rate of return in the 

second half (days from 16
th

 to the end of the analyzed month–the second population). 

In all analyzed cases, the p-values will be calculated with the assumption that the populations variances are 

unknown, but: 

1) population variances are assumed equal–p-value(1), 

2) population variances are assumed unequal–p-value(2).  

In the case, when there is no reason to reject the null hypothesis about equality of variances of two observed 

returns, the p-value(1) should be compared with the critical value 0,05; otherwise the p-value(2) will be used. If 
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the p-value (p-value(1) or p-value(2)) is less than or equal to 0,05; then the hypothesis H0 is rejected in favor of 

the hypothesis H1. Otherwise, there is no reason to reject hypothesis H0. In the part 3of the article, the p-value 

listed in the tables are equal to p-value(1) or p-value(2) depending on the result of testing the null hypothesis, 

concerning the equality of variance in the two populations of rates of returns. 

3. Results 

3.1 The Analysis of the Monthly Effect 

The prices of rubber futures in the period from 01.01.1981 to 31.03.2015 are presented in Figure 1.  

 

 

Figure 1. The daily rubber futures prices in Yen in the period from 01.01.1981 to 31.03.2015 

Source: own calculations.  

 

The monthly average rates of return of rubber futures are visible in Table 1. The highest monthly rate of return 

equal to 4,57% was observed in May, and the lowest one (-2,85%) in November. The monthly average rates of 

return, higher than 2% were registered 3 times, e.g. in May (4,57%), January (4,21%), and December (3,75%). 

The monthly average rates of return lower than minus 1% occurred 4 times in analyzed period: in November 

(-2,85%), September (-1,86%), June (-1,82%) and August (-1,19%). 

 

Table 1. The number and percentage of positive and negative monthly returns on the markets of rubber futures in 

the analyzed period 

  January February March April May June July August September October November December 

Monthly average rate of 

return in % 4,2126 1,4804 0,9745 -0,5571 4,5677 -1,8173 -0,2541 -1,1869 -1,8618 0,2486 -2,8525 3,7479 

Percentage of months with 

positive rates of return 57,58% 51,52% 51,52% 45,45% 57,58% 48,48% 43,75% 39,39% 39,39% 48,48% 33,33% 69,70% 

Percentage of months with 

negative rates of return 42,42% 48,48% 48,48% 54,55% 42,42% 51,52% 56,25% 60,61% 60,61% 51,52% 66,67% 30,30% 

Source: own calculations.  

 

The number and percentage of positive and negative monthly returns on the rubber futures market for each 

month, are presented in Table 1 and on the Figure 2. In the analyzed period, the positive monthly returns, were 

the most frequently observed in December–in 69,70% of all observations. The second and the third months, in 

which the positive returns were most frequent were: January and May–57,58% in both cases. In turn, the months 

with the highest percentage of negative monthly returns resulted to be: August and September–60,61% in both 
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cases. 

 

 

Figure 2. The percentage of monthly positive and negative returns in each month 

Source: own calculations.  

 

The outcome obtained in the process of testing statistical hypotheses for the monthly returns on market of rubber 

futures, are presented in Table 2. 

 

Table 2. The results of testing the null hypothesis for the monthly returns for prices of rubber futures 

  January February March April May June July August September October November December 

p-value 0,0628 0,4746 0,7432 0,4028 0,0222 0,1240 0,6432 0,2611 0,0956 0,8711 0,0149 0,0557 

F statistics /F-Test 1,0063 1,1091 1,1536 0,9912 0,8221 0,6945 0,7840 0,6857 0,8060 1,0014 0,8786 0,7249 

Source: own calculations. 

 

The results permit to draw the following conclusions: 

1) There was no reason to reject the null hypothesis regarding equality of variances of monthly rates of return 

in two populations in the following months: April, May, June, July, August, September, November and 

December. In all other months (e.g. in January, February, March, October) the variances of daily rates of 

return in two group of populations were different (for α=0,05). For the first group of months the p-value(1), 

and for the second group the p-value(2), are valid.  

2) In the process of testing the equality of monthly rates of return in two groups of populations, the null 

hypothesis was rejected in favor of the alternative hypothesis for the following months: May and November. 

This fact indicates the occurrence of the effect of the month on the analyzed market. In the both cases the 

p-value(1) was deeply lower than the critical value 0,05 (0,0222 in May and 0,0149 in November) what can 

be interpreted as a strong monthly effect–with the remark that the November monthly effect was bigger. 

Regarding all of the remaining months, the null hypothesis was not rejected, which indicates that month of 

the year effect did not occur. It is worth to mention that p-value(1) calculated for monthly rates of return in 

December was equal to 0,0557; and the p-value(2) in January mounted to 0,0628. The December p-value(1) 

stands just a little above the critical value (0,05). 

3.2 The Analysis of the Day-of-the-Week Effect 

Average rates of return for each day of the week on the market of rubber futures are shown in the Table 3. In the 

same table the results of testing statistical hypotheses are presented for the daily rates of returns for different 

days of the week during analyzed period. 
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The negative average daily rates of return were observed for the following days of the week: Monday (-0,0648), 

Tuesday (-0,0657%), Wednesday (-0,0712), and positive for: Thursday (0,0861%) and Friday (0,0137%). The 

highest average daily rate of return for rubber futures was observed on Thursdays (0,0861%), and the lowest on 

Wednesdays (-0,0712%).  

 

Table 3. The results of testing the null hypothesis for the day-of-the week rates of return 

  Monday Tuesday Wednesday Thursday Friday 

p-value 0,3941 0,3536 0,3026 0,0252 0,5519 

F statistics /F-Test 1,0147 1,0768 1,0430 1,1294 1,2845 

Source: own calculations. 

 

The results of testing null hypothesis permit to draw the following conclusion.  

1) For all days of the week the null hypothesis regarding equality of variances of daily average rates of return 

in two populations was rejected (for α=0,05). 

2) There was no reason to reject the null hypothesis regarding equality of two average rates of return for all 

day of the week except Thursday. The Thursday p-value(2) amounted to 0,0252. The p-values(2) calculated 

of all others days of the week were higher than the 0,3. The highest p-value(2) vas observed for Friday 

sessions.  

Information regarding number and frequency of positive and negative rates of return, computed for each day of 

the week, are included in Table 4. 

 

Table 4. The number and percentage of positive and negative daily rates of return  

  Monday Tuesday Wednesday Thursday Friday 

Percentage of sessions with positive rates of return 49,59% 50,09% 52,10% 53,46% 51,66% 

Percentage of sessions with negative rates of return 50,41% 49,91% 47,90% 46,54% 48,34% 

Source: own calculations. 

 

The rubber futures market experienced positive daily returns mostly on Thursdays (53,46%), followed by 52,10% 

on Wednesdays and by 51,66% on Fridays. The negative daily rates of return were reported more often on  

Mondays (50,41%) and Tuesdays (49,91%)–see Figure 3.  

 

 
Figure 3. The frequency of positive and negative daily returns over various days of the week for rubber futures 

prices 

Source: own calculations. 
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3.3 The Analysis of the Daily Rates of Return in Different Months 

Analysis of the average daily rates of return of rubber futures, calculated for each of the analyzed months, as 

well as the result of testing the null hypothesis, are shown in the Table 5. 

 

Table 5. The average daily rates of return on the market of rubber futures and results of testing the null 

hypothesis for the average daily rates of return in each month 

  January February March April May June July August September October November December 

p-value 0,0465 0,4793 0,7423 0,5761 0,0180 0,1466 0,5360 0,3150 0,1539 0,7190 0,0391 0,0976 

F statistics 

/F-Test 
0,9984 1,1632 1,1988 1,2814 0,9165 1,0993 1,2994 1,0614 0,9143 1,1105 0,9520 1,2831 

Source: own calculations. 

 

The highest average daily rate of return for rubber futures was observed in May (0,1817%), and the lowest in 

November (-0,1955%). The second highest and the second lowest average daily rates of return were registered in 

January (0,1575%) and in September (-0,1449%), respectively.  

The results obtained during testing the null hypothesis permit to formulate the following conclusions: 

1) The null hypothesis regarding equality of variances of daily rates of return in two populations was rejected 

for the following months: February, March, April, June, July, August, October and December.  

2) The null hypothesis regarding equality of daily average rates of return in two populations, was rejected in 

favor of the alternative hypothesis for the following months: January, May and November. This fact 

indicates the occurrence of the month effect on the analyzed market.  

3) The January p-value(1) was slightly lower than the critical value (0,05) and equal to 0,0465, what can be 

interpreted as a weak inefficiency effect in comparison to the other two months, for which the p-value(1) 

mounted to 0,0180 (May) and 0,0391 (November).  

4) For all other analyzed months (e.g. February, March, May, June, July, August, September, October and 

December) there was no reason to reject the null hypothesis referred to equality of average returns in two 

group of populations.  

Information regarding number and frequency of positive and negative rates of return, computed for each day of 

the week, are included in Table 6. 

 

Table 6. The number and percentage of positive and negative daily rates of returns in each of analyzed months 

  January February March April May June July August September October Nowember December 

Percentage of sessions with 

positive rates of return 54,73% 51,89% 52,06% 50,08% 56,60% 49,34% 48,43% 50,21% 49,84% 50,74% 48,33% 54,84% 

Percentage of sessions with 

negative rates of return 45,27% 48,11% 47,94% 49,92% 43,40% 50,66% 51,57% 49,79% 50,16% 49,26% 51,67% 45,16% 

Source: own calculations. 

 

On the rubber futures market, the frequency of positive daily returns, higher than 50% was observed in eight 

months, and was the highest in May (56,60%), and then in December (54,84%) and in January (54,73%)–see 

Figure 4. The negative daily rates of return were reported more often in November (51,67%), July (51,57%) and 

June (50,66%). For three of these six months (January, May and November), the tested null hypothesis regarding 

equality of average rates of return in two populations, was rejected.  
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Figure 4. Percentage of positive and negative daily rates of returns in each of analyzed months 

Source: own calculations. 

 

3.4 The Analysis of the Average Daily Rates of Return in Different Days of Month 

Analysis of the average daily rates of return of rubber futures, calculated for each day of the analyzed months, as 

well as the result of testing the null hypothesis, are shown in the Table 7. The positive average daily rates of 

return were observed in 14 out of all 31 days of month, e.g. in. 45,16% cases. The highest positive value equal 

0,2571% was registered in the 23
th

, and the lowest (-0,3256%) in the 15
th

 day of each analyzed months. 

The results obtained during testing the null hypothesis allow to formulate the following conclusions: 

1) There was no reason to reject the null hypothesis regarding equality of variances of daily rates of return in 

two populations, for the following six days of month: the 15
th

, 19
th, 

21
st
, 22

nd
, 23

th
 and 30

th
. In all other cases, 

the variances in two group of populations were different (for α=0,05). 

2) The null hypothesis regarding equality of the daily average rates of return in two populations, was rejected 

in favor of the alternative hypothesis only for the 15
th

 day of the month.  The p-value(2) calculated for 

daily rates of return on the session falling on the 10
th

 and 23
rd

 day of the month, was equal 0,0765 and 

0,0830, respectively, e.g. slightly higher than the critical value (0,05). For all other 28 analyzed days of the 

month, there was no reason to reject the null hypothesis and the calculated p-value(1) and p-value(2) were 

higher than 0,1.  

The frequency of positive average daily returns, higher than 50% was observed during 20 days of each month 

(64,52% of all sessions in each month), and was the highest on the 3
st
 day of each month (57,78%), and then on 

the 25
th

 (57,51%) and on the 17
th

 (56,51%)–see Table 5 and Figure 6. The lowest frequency of positive average 

daily returns were reported on the 15
th

 (40,56%) and on the 5
th

 (43,92%) day of each month.  
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Figure 5. Percentage of positive average daily rates of returns for each of analysed days of the month 

Source: own calculations. 

 

3.5 The Analysis of the Average Daily Rates of Return in the First and the Second Half of Month 

The average daily rate of return in the first and the second half of a month was equal -0,0529% and 0,01%, 

respectively. The F-statistics was equal 1,7456 and the value of F-test mounted to 1,0538. As the F-statistics and 

F-test ratio was higher than 1(1,6564), the null hypothesis, regarding equality of variances of daily rates of return 

in two populations, was rejected. There was no reason to reject the null hypothesis referring to the equality of 

average rates of return in two populations. It means that the daily average rates of return in the first half do not 

differ from the daily average rates of return in the second half of a month (for α=0,05). The p-value(2) calculated 

in the process of testing the null hypothesis was higher than the critical value (0,05) and mounted to 0,2152.  

The frequency of positive average daily returns in the first half of the month was equal 50,55%, whilst in the 

second half was a little bit higher–51,81%. The frequency of negative average daily returns in the first half of the 

month mounted to 49,45%, and in the second to 48,19%. Both, in the first and the second half, the frequency of 

positive daily rates of return was higher than the frequency of daily negative rates of return.  

 

Table 7. The average daily rates of return on the market of rubber futures and results of testing the null 

hypothesis for the average daily rates of return for the first half of the month (days: 1-15) 

Day of the month 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

Average r1 in % 0,0608% -0,0843% 0,1319% 0,0736% -0,2090% -0,0201% 0,0193% -0,0532% 0,0317% -0,2364% 0,1269% -0,0466% -0,1248% -0,0987% -0,3256% 

p-value  0,4608 0,5943 0,1964 0,4552 0,1130 0,9959 0,7402 0,7817 0,6420 0,0765 0,2290 0,8199 0,3242 0,5066 0,0225 

Source: own calculations.  

 

Table 8. The average daily rates of return on the market of rubber futures and results of testing the null 

hypothesis for the average daily rates of return for the second half of the month (days: 16-31) 

Day of the month 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 

Average r1 (%) 0,0318% 0,0922% -0,1106% -0,1418% -0,1625% -0,0803% 0,1032% 0,2571% -0,0724% 0,2159% 0,1625% -0,2904% 0,1668% -0,0572% 0,1215% -0,0643 

p-value 0,6633 0,3248 0,4084 0,3659 0,3621 0,6578 0,3457 0,0830 0,7268 0,2646 0,3625 0,2042 0,2245 0,7720 0,3006 0,7941 

Source: own calculations.  

 

Table 9. The number and percentage of positive and negative daily average rates of returns for each of analyzed 

days of the month (for days: 1-15) 

 Day of the month 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

Percentage of sessions with positive rates of return 53,20% 52,00% 53,62% 49,80% 43,92% 49,26% 48,73% 55,39% 55,39% 46,90% 54,36% 51,50% 50,56% 53,14% 40,56% 

Percentage of sessions with negative rates of return 46,80% 48,00% 46,38% 50,20% 56,08% 50,74% 51,27% 44,61% 44,61% 53,10% 45,64% 48,50% 49,44% 46,86% 59,44% 

Source: own calculations.  
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Table 10. The number and percentage of positive and negative daily average rates of returns for each of analyzed 

days of the month (for days: 16-31) 

Day of the month  16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 

Percentage of sessions with positive rates of return 52,24% 56,51% 44,36% 47,25% 49,61% 48,81% 50,93% 49,52% 52,09% 57,51% 56,32% 50,71% 55,07% 50,67% 51,32% 57,78% 

Percentage of sessions with negative rates of return 47,76% 43,49% 55,64% 52,75% 50,39% 51,19% 49,07% 50,48% 47,91% 42,49% 43,68% 49,29% 44,93% 49,33% 48,68% 42,22% 

Source: own calculations.  

  

4. Discussion 

In recent years, there has been observed an increased interest in the commodity market, including agricultural 

commodities, from both institutional and individual investors. Investment strategies implemented in the 

commodity market by its participants, heavily resemble those of the stock and currency markets. However it 

should be mentioned that particular characteristics are assigned to the agricultural commodity market such as 

stock level or marginal unit cost. It is also important to note that, despite the physical diversity, this asset class is 

often characterized by a high degree of price correlation (Fabozzi et al., 2008). 

The aim of this study was to determine the prevalence of selected effects of seasonality on the market of rubber 

futures. Analysis of the effects of seasonality included an examination of monthly returns, daily returns over 

various days of the week, average daily rates of return in different days of a month and average daily rates of 

return in the first and the second half of a month. The main limitation of this research is the assumption of 

normal distribution of return rates of analyzed commodities as well as the use of price data gained from 

Bloomberg data source. 

Calculations presented in this paper indicate the existence of monthly effect: in May and November with the use 

of the average monthly rates of return and in February, March, April, June, July, August, October and December, 

when the daily average rates of return were implemented. The seasonal effects were also observed in case of 

testing the statistical hypothesis for daily averaged rates of returns for different days of the month (15
th

), as well 

as for the daily average rates of return on various days of the week (Thursday). The seasonal effects were no 

registered for the daily average rates of return in the first and in the second half of a month.  

The results obtained in this paper, in the case of average daily returns in some part deny outcomes received by 

Ovararin and Meade (2010). In the analyzed period the average daily rates of return were negative both on 

Monday and Wednesday sessions. The highest average daily rate of return were registered on Thursday, while 

according to Ovararin and Meade (2010), the higher daily average rate of return characterized Monday sessions. 

However, the lowest average daily rate of return recorded in this paper on Wednesday session confirms the 

results of Ovararin and Meade (2010), who claimed that the bottom of the rubber market cycle falls on 

Wednesday sessions. 

Further research on the occurrence of calendar anomalies in the agricultural market should include the following 

assets: oat, rye and barley. 
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