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Abstract
Risk management of commodity prices is an important yet challenging task. Given the complex behaviour of commodity prices, this creates the need of using sophisticated models of commodity prices dynamics. Obviously, parameter estimation of such models poses another challenge. Previous literature has addressed this problem using Markov Chain Monte Carlo, which is computationally expensive for parameter estimation and inference. In this paper we develop an efficient Maximum Likelihood Estimation procedure based on the characteristic function. We then estimate parameters a stochastic volatility model with stochastic drift utilizing the time-series of rice and coffee prices. We show that such model produces realistic distributions of both commodity prices. Finally, using the estimated model parameters we calculate various risk measures such as Value at Risk or Expected Shortfall.
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1. Introduction

Commodities are broadly defined as (physical) products which can be traded on the market. Examples of commodities include energy, metals or agricultural products such as coffee and rice. These products are fundamentally important to the world economy, which is driven by increasing demand as well as political factors including market regulation.

Buyers and sellers can trade commodities in the spot market as well as the derivatives market. Market participants who understand the behaviour of commodity prices are more likely to have more realistic expectations about future price movements. Solid understanding of commodity markets is also important for companies seeking to hedge their underlying price risk as well as those investing in commodities. Commodity investments differ from stocks and bonds in that they cannot produce a stream of cash flows. Historically, commodity prices increase with inflation, which makes commodities a good hedge against inflation. Commodities offer diversification benefits because commodity returns tend to have low correlation with other asset classes. Over the past decade, commodities have become increasingly popular with many institutional investors, as part of their diversification strategies.

Many commodity markets are characterised by spikes, seasonality, mean-reversion and non-constant volatility. The non-constant volatility observed in commodity markets is a motivation for stochastic volatility model of commodity prices. Commodity prices exhibit significant time-varying volatility because elasticities of short term production and consumption are low. Volatility of commodity prices can reduce the profit of business or investment strategies and negatively affect consumers. Observed variability of commodity prices elevates importance of risk management techniques to monitor, measure and manage commodity risk. Effective risk management requires thorough understanding of commodity price behaviour and sophisticated modelling of commodity prices. Demand for robust and effective ways of risk management is also stimulated by the growth of commodity market.

Managing commodity risk poses a challenge for both producers and consumers of commodities. Because of the nature of their business, producers hold commodities in stock. Consequently, their operating cash-flow is affected by commodity price changes. As for consumers, they are in general price-takers and therefore their net cash-flow is also affected by fluctuations of commodity prices.

The remainder of this paper is organized as follows. Section 2 reviews related literature. Section 3 describes the data and methodology. Results are presented in Section 4. Finally, Section 5 concludes the paper.
2. Literature Review

It is a well-known fact that volatility of the financial time-series is time-varying, which has been already shown by Engle (1982). Moreover, financial time-series exhibits what is known as volatility clustering, meaning that large (small) moves are followed by large (small) moves. Another two important stylized facts of the financial time-series are heavy tails and non-zero skewness of the returns distribution.

Stochastic volatility models have been developed to capture stylized facts of the financial time-series with most notable contributions from Wiggins (1987), Hull and White (1987, 1988), Scott (1987), Stein and Stein (1991) and Heston (1993). The most pronounced difference between these models lies in the specification of the volatility process. Scott (1987), Wiggins (1987) and Stein and Stein (1991) all assume that the logarithm of the variance follows a mean-reverting Ornstein-Uhlenbeck process. In the Hull and White model, the variance process follows a geometric Brownian motion with the volatility of volatility being a linear function of the instantaneous variance. On the other hand, the variance process in the Heston model is given by a mean-reverting Cox-Ingersoll-Ross process with the volatility of volatility being a linear function of the instantaneous volatility.

The idea to use state-of-the-art, yet mathematically tractable stochastic volatility models to model commodity prices is not new. In fact, Brooks and Prokopczuk (2013) apply the Heston, Bates, as well as Duffie, Pan, and Singleton (2000) models to commodity prices. The Bates (1996) model extends the Heston model to accommodate jumps following a compound Poisson process in the stock price process. The SVJ model of Duffie, Pan, and Singleton (2000) assumes that both the price and volatility jump simultaneously, which is motivated by the fact that price jumps are often accompanied volatility jumps. Liu, Chng and Xu (2014) analyse hedge ratios of commodity prices generated by these three models. Benth (2011) applies the Heston model as well as the Barndorff-Nielsen and Shephard model to commodity prices. Brooks and Prokopczuk (2013) as well as Liu, Chng and Xu (2014) use the Markov Chain Monte Carlo (MCMC) to estimate the parameters of these models. Solibakke (2014) uses a multifactor stochastic volatility model for the carbon prices, also applying MCMC for parameter estimation and inference. MCMC algorithms are in general computationally expensive to achieve a high degree of accuracy. The fact that MCMC is computationally intensive for parameter estimation and inference is also acknowledged by Solibakke (2014). As an alternative to MCMC, a Maximum Likelihood method can be used to estimate the model parameters.

In the option pricing context, Trolle and Schwartz propose a model based on the Heath, Jarrow, and Morton (1992) framework. In their model futures prices are driven by three factors while option prices are driven by two additional volatility factors. The model parameters are estimates using quasi-maximum likelihood and extended Kalman filter. Yan (2002) proposes a multivariate stochastic volatility model that considers stochastic volatility, stochastic interest rates, stochastic convenience yields as well as simultaneous jumps in the spot price and volatility. In this model, the volatility follows a square-root jump-diffusion process whereas the interest rate follows a square-root process and the convenience yield follows an Ornstein-Uhlenbeck process. Hikspoors and Jaimungal (2008) assume that stochastic volatility in a factor commodities spot price model follows mean-reverting Ornstein-Uhlenbeck process. Li and Linetsky (2014) model commodity prices using subordinate Ornstein-Uhlenbeck process. Their model also features stochastic volatility and mean-reversion of jumps.

In the energy market context, Eydeland and Geman (1998) were among the first to use the Heston model. Barndorff-Nielsen, Benth and Veraart (2013) introduce volatility modulated Lévy-driven Volterra processes for modelling energy prices. Their model allows for jumps as well as stochastic volatility. They point out that the latter is a key factor in modelling of energy prices. Benth and Vo (2013) propose a multivariate stochastic volatility model for energy prices. The model is able to capture stochastic volatility, price spikes and mean-reversion of prices observed in the energy markets.

3. Data and Methodology

We obtain monthly time-series of rice (summer-autumn crop) and robusta coffee beans prices from February 2009 until November 2014 from DataStream. The time period considered is limited by the data availability. Both time-series are denominated in Vietnam Dong (VND). We choose rice and coffee as these are by far the two most important commodities produced in Vietnam. Summary statistics of the data are presented in Table 1.
We conclude that both price distributions are skewed to the left. The distribution of rice price is leptokurtic, meaning it is peaked and has fat tails, whereas the distribution of coffee price is platykurtic, meaning it is less peaked and has thinner tails. This empirical evidence motivates the validity of a stochastic volatility model to capture the distribution of both rice and coffee prices.

Heston model with stochastic interest rates has been introduced in Grzelak and Oosterlee (2011). The dynamics of the model is given by the following set of stochastic differential equations:

\[
\begin{align*}
    dS_t &= r_t S_t dt + \sqrt{\nu_t} S_t dW^S_t, \\
    d\nu_t &= \kappa(\mu - \nu_t) dt + \gamma \sqrt{\nu_t} dW^\nu_t, \\
    dr_t &= \lambda(\theta - r_t) dt + \eta \nu_t dW^r_t,
\end{align*}
\]

where \( <dW_t^S dW_t^\nu> = \rho_{S,\nu} dt \), \( <dW_t^S dW_t^r> = \rho_{S,r} dt \), and \( <dW_t^\nu dW_t^r> = 0 \). In the above equation, \( S_t \) denotes the commodity price, \( r_t \) denotes the drift, \( \nu_t \) denotes the variance, \( \kappa \) denotes the variance mean-reversion, \( \mu \) denotes the long-term variance, \( \gamma \) denotes the volatility of volatility, \( \lambda \) denotes the drift mean-reversion, \( \theta \) denotes the long-term drift and \( \eta \) denotes the volatility of drift. \( \rho_{S,\nu} \) is the correlation between commodity price changes and changes in variance while \( \rho_{S,r} \) is the correlation between commodity price changes and changes in drift. For the Heston-Hull-White model \( p=0 \) whereas for the Heston-Cox-Ingersoll-Ross model \( p=0.5 \). It is assumed that the correlation between changes in the variance and changes in drift is 0.

It is important to note that the parameters of the variance process in the Heston-Cox-Ingersoll-Ross model have a meaningful economic interpretation. For example, the mean-reversion parameter determines the degree of volatility clustering. Correlation between commodity price and variance processes affects the heaviness of the tails. On the other hand, the peakness of the distribution depends on the volatility of volatility.

As shown in Grzelak and Oosterlee (2011), for the above model it is possible to approximate the characteristic function by:

\[
\psi(u) = \exp(A(u, \tau) + B(u, \tau)x_0 + C(u, \tau)r_0 + D(u, \tau)v_0) \]

where \( x_0 = \log(S_0) \) and \( \tau = T-t \). We refer to Grzelak and Oosterlee (2011) for details.

The probability density function (pdf) can be obtained as follows. First, let us use the following inversion formula:

\[
Pr(S_t > s) = \frac{1}{2} + \frac{1}{\pi} \int_0^\infty \text{Re}\left[ \frac{\exp(-i\omega \log(s))\psi(\omega)}{i\omega} \right] d\omega
\]

where \( \psi(\omega) \) is the characteristic function. By definition, the cumulative distribution function (cdf) is given by:

\[
F(s) = Pr(S_t \leq s) = 1 - Pr(S_t > s)
\]

Finally, differentiating \( F(s) \) respect to \( s \) yields the pdf:

\[
f(s) = \frac{1}{2} + \frac{1}{s\pi} \int_0^\infty \text{Re}\left[ \exp(-i\omega \log(s))\psi(\omega) \right] d\omega
\]

which can be evaluated numerically using the Gaussian quadrature. Having the pdf, it is also possible to use Maximum Likelihood Estimator to obtain the model parameters.

We note that the Heston model with stochastic interest rates is an affine model. This is because its characteristic function is an exponential of an affine function of the state variables. The class of affine models is very rich and contains many financial models such as Black-Scholes, Merton, Variance Gamma, Heston, Bates or Carr Geman Madan Yor to name but a few. In fact, the methodology presented above applies not only to the Heston model with stochastic interest rates, but extends to the whole class of affine models.
The Maximum Likelihood Estimation procedure outlined above has extensive applications in risk management. For example, resulting model parameters can be used to project the distribution of risk factors over a given time horizon. Moreover, using numerical inversion of the cdf, it is possible to calculate risk measures such as Value at Risk (VaR) or Expected Shortfall (ES).

4. Results

We apply the methodology described in the previous section to estimate the parameters of the Heston model with stochastic interest rates. We note that it takes about 10 seconds to estimate the model parameters on a laptop with the i7-3610QM 2.3GHz processor and 16Gb RAM. Between the Heston-Hull-White model and the Heston-Cox-Ingersoll-Ross model the latter is preferred as it has lower Akaike information criterion. The estimated model parameters are presented in Table 2.

Table 2. Estimated model parameters

<table>
<thead>
<tr>
<th></th>
<th>( \alpha )</th>
<th>( \nu_s )</th>
<th>( \kappa )</th>
<th>( \mu )</th>
<th>( \gamma )</th>
<th>( \lambda )</th>
<th>( \theta )</th>
<th>( \eta )</th>
<th>( \rho_{S,r} )</th>
<th>( \rho_{\eta,\lambda} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rice-2M</td>
<td>0.063</td>
<td>0.006</td>
<td>68.38</td>
<td>0.013</td>
<td>1.879</td>
<td>17.56</td>
<td>0.103</td>
<td>0.003</td>
<td>-0.885</td>
<td>-0.124</td>
</tr>
<tr>
<td>Rice</td>
<td>0.285</td>
<td>0.016</td>
<td>69.22</td>
<td>0.037</td>
<td>1.810</td>
<td>19.68</td>
<td>0.102</td>
<td>0.004</td>
<td>-0.420</td>
<td>-0.053</td>
</tr>
<tr>
<td>Rice+2M</td>
<td>0.204</td>
<td>0.019</td>
<td>64.29</td>
<td>0.042</td>
<td>1.337</td>
<td>18.86</td>
<td>0.103</td>
<td>0.005</td>
<td>-0.525</td>
<td>-0.050</td>
</tr>
<tr>
<td>Coffee-2M</td>
<td>0.045</td>
<td>0.021</td>
<td>47.01</td>
<td>0.020</td>
<td>0.007</td>
<td>15.61</td>
<td>0.114</td>
<td>0.046</td>
<td>-0.386</td>
<td>-0.067</td>
</tr>
<tr>
<td>Coffee</td>
<td>0.048</td>
<td>0.058</td>
<td>45.46</td>
<td>0.022</td>
<td>0.102</td>
<td>19.68</td>
<td>0.088</td>
<td>0.002</td>
<td>-0.476</td>
<td>-0.025</td>
</tr>
<tr>
<td>Coffee+2M</td>
<td>0.043</td>
<td>0.009</td>
<td>47.82</td>
<td>0.019</td>
<td>0.008</td>
<td>17.47</td>
<td>0.103</td>
<td>0.195</td>
<td>-0.419</td>
<td>-0.122</td>
</tr>
</tbody>
</table>

For both rice and coffee, the speed of mean-reversion of the variance process is much higher than that of the drift process. Moreover, the variance process has usually higher volatility, but lower long-term compared to the drift process. Finally, while both price processes are negatively correlated with the commodity price changes, it is the variance process that exhibits more negative correlation to changes in the commodity price. To investigate the robustness of the estimated model parameters we extended or reduced the length of the sample period by two months and then reestimated the model. The results of the robustness checks are also presented in Table 2. For example, the first row of Table 2 reports the estimated model parameters for rice when the sample period is reduced by two months. Similarly, the last row of this table reports the estimated model parameters for coffee when the sample period is extended by two months. We note that the estimated model parameters are remarkably robust as they do not change much when extending or reducing the length of the sample period.

![Figure 1. Realized commodity prices as well as 5th and 95th percentiles of simulated price distributions](image-url)

Figure 1. Realized commodity prices as well as 5th and 95th percentiles of simulated price distributions
We note that in the above experiment we only used 64 monthly observations out of 70, because in the next experiment we would like to perform a simulation study to backtest the model. The idea is to forecast 6 months forward coffee price at May 2014 and compare the realized coffee price with the model forecasts. These forecasts provide information about the likelihood of rising and falling price scenarios occurring. Such information is particularly useful for risk management in that the price risk can be quantified.

In Figure 1 we display the realizations as well as the 5th and 95th percentiles of simulated rice and coffee price distributions obtained using 100,000 Monte Carlo simulations.

Figure 1 clearly shows that the realized rice and coffee prices lie between the 5th and 95th percentiles of simulated price distributions. In summary, Heston-Cox-Ingersoll-Ross model produces realistic distributions of risk factors over a given time horizon and thus is suitable for risk management purposes.

Now we turn to calculation of two risk measures, namely Value at Risk (VaR) and Expected Shortfall (ES). The first one is a statistical measure of downside risk expressed in monetary terms. It is the maximum loss over a target horizon estimated with a given level of confidence. For example, with 99% confidence, there is a less than 1% chance that the actual loss will be larger than the VaR. Another key part of the VaR definition is the holding period. The choice of holding period will depend on how the resultant VaR is to be used. VaR is a key measure in risk management. A complementary risk measure to VaR is the ES. It has an advantage over VaR of being a coherent risk measure, because it is not only monotonic, invariant under translation, and homogeneous, but also sub-additive. ES is calculated as an average of losses that are larger or equal to VaR. 5% VaR estimated at May 2014 over 6 months horizon is 1258 (rice) and 6198 (coffee). It is calculated as a difference between the coffee price at May 2014 minus 5th percentile of the inverse cdf of the Heston-Cox-Ingersoll-Ross model, with parameters given in Table 2, evaluated at the probability of 5%. On the other hand, 5% ES estimated at May 2014 over 6 months horizon is 1538 (rice) and 7612 (coffee). It is calculated as an average of VaR over various percentile levels. For comparison, the loss realized over 6 months on a portfolio consisting of one unit of rice is 90, whereas the loss realized over 6 months on a portfolio consisting of one unit of coffee is 1450.

5. Conclusion

In this paper we address the problem of commodity risk management. Proper commodity risk management is a matter of significant importance for commodity investors as well as firms that produce and consume commodities. Complex behaviour of commodity prices requires sophisticated models of commodity prices dynamics. Parameter estimation of such models is a difficult task. Previous literature has addressed this problem using Markov Chain Monte Carlo, which requires large computational effort. This paper contributes to the existing body of literature by developing an efficient Maximum Likelihood Estimation procedure based on the characteristic function to estimate parameters of affine models. We use it to estimate parameters of the Heston-Cox-Ingersoll-Ross model utilizing the time-series of rice and coffee prices. Estimating the model we find negative link between price volatility and the commodity price changes. We also find that the speed of mean-reversion of the variance process is much higher than that of the drift process. Moreover, we demonstrate that this model produces realistic distributions of both commodity prices. Finally, we use estimated model parameters to calculate various risk measures such as Value at Risk or Expected Shortfall.
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