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Abstract

Previous studies that examined the influence of exchange rate risk on the export flows in Nigeria have not used the Bounds testing technique suggested by Pesaran, Shin and Smith (2001). This paper employs this technique to obtain long-run elasticities as well as understand the forces at work in the short-run adjustment of real exports to changes in foreign economic activity, relative export price and exchange-rate risk. Quarterly data are used, and the period studied is 1980:1 to 2010:4. Results from cointegration analysis, short-run error correction models and persistence profile analysis indicate cointegration and negative effects of exchange rate risks on export volume in both the long run and the short-run.
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1. Introduction

The main objective of this paper is to empirically examine the influence of exchange-rate volatility on real exports of Nigeria using the Autoregressive distributed lag (ARDL) bounds testing technique of Pesaran, Shin and Smith (2001) (Note 1). Although this technique has grown in popularity among researchers of time series data, to our knowledge, the present study is an initial attempt to delineate the short- and long-run relationships among real exports, economic activity, and exchange-rate volatility in Nigeria using the ARDL technique.

This methodology is accepted as preferable to alternative estimators because the obtained results exhibit good small sample properties and, therefore, can reject a false null hypothesis. Second, it is appropriate, whether the variables are stationary or nonstationary; hence, pre-testing of the time series for unit roots is unnecessary. Third, it obtains both estimates of short- and long run coefficients as well as the variance-covariance matrix jointly, therefore making possible inference on the long-run elasticities, which is not always true under alternative long-run estimation methods. Fourth, it ensures that inference concerning cointegration is made by using critical values of the bounds F-statistic. Fifth, while being a two-step method, it ensures the endogeneity of the regressors.

Besides the methodological points noted above, the effect of exchange rate volatility on export flows is important because, from a policy standpoint, knowledge of the degree to which exchange-rate volatility affects trade is important for the design of both exchange rate and trade policies. For example, if exchange rate volatility leads to a reduction in exports, trade adjustment programs that emphasized export expansion could be unsuccessful if the exchange rate is volatile. In addition, the intended effect of a trade liberalization policy may be doomed by a variable exchange rate and could precipitate a balance-of-payment crisis (Arize, Osang, & Slottje, 2000).

The features of this paper which separate it from the other papers in this literature are: (1) the cointegration methods employed by previous studies are valid only when the variables are nonstationary. This is unlike the ARDL noted above, which can handle both stationary and non-stationary series; (2) we use of real effective exchange rate (REER) to obtain real exchange-rate volatility. This approach is preferred because it uses a comprehensive measure of movements in the total value of a country’s currency since it is obtained using the data of several relevant trading partners (Note 2); (3) we use of conditional standard deviation as a measure of exchange rate volatility obtained from GARCH model (Note 3); (4) the use of estimates and tests of coefficients
of the cointegrating relations is based not only on the ARDL approach. For comparison reasons, we report those of five alternative estimators. We report estimates and tests of estimated coefficients obtained from the multivariate cointegration method of Johansen (1995), the dynamic least squares (DLS) estimator of Stock and Watson (1993), the fully modified least squares (FMLS) of Phillips and Hansen (1990), the instrumental variable estimator of Bewley (1990) and Wickens and Breusch (1988) and the canonical cointegrating regression (CCR) of Park and Choi (1988); (5) the tests of cointegration are based not only on the bounds test of ARDL approach but also the Harris and Inder (1994) test.

The results of Monte Carlo analysis suggest that the Harris and Inder procedure is powerful and can serve as a cross-check for cointegration of real exports and exchange-rate volatility (Note 4); and (6) the use of persistence profile, a system-wide measure developed by Pesaran and Shin (1996) which unlike the standard approach does not require any strong exogeneity property of the variables involved and gives information on the shape of the whole adaptation path.

The structure of the study is organized in the following manner: Section 2 describes the theoretical connection between exchange rates and real exports with a brief overview of two alternative measures of exchange rate volatility; section 3 describes the export demand model and reports the results; and a brief conclusion is presented in section 4. The data used is from 1980:1 through 2010:4.

2. Exchange-Rate Volatility and Export Demand

Theoretically, the effect of exchange-rate risk on trade flows can be negative or positive. A higher exchange-rate volatility leads to higher cost for risk-averse traders and also to less foreign trade. This is because the exchange rate is agreed on, at the time of the trade contract, but payment is not made until the future delivery actually takes place. If exchange rate changes become unpredictable, this creates uncertainty about the profits to be made, and hence, reduces the benefits of international trade. The exchange-rate risk for developing countries is generally not hedged because forward markets are not accessible to all traders. Even if hedging in the forward markets were possible, there are limitations and costs. For example, the size of the contracts is generally large, the maturity is relatively short, and it is difficult to plan the magnitude and timing of all their international transactions to avail themselves of the forward markets (Arlize, Osang, & Slottje, 2000, 2008; Arize, 1997, 1995).

On the other hand, recent theoretical analysis indicates that the effect of exchange rate volatility could be positive. One assertion is that the degree of risk aversion is important in determining the impact of exchange-rate volatility on trade. For example, De Grauwe (1988) has stressed that the dominance of income effects over substitution effects can lead to a positive relationship between trade and exchange-rate volatility. This is because, if exporters are sufficiently risk-averse, an increase in exchange-rate volatility raises the expected marginal utility of export revenue and therefore induces them to increase exports. He suggests that the effects of exchange-rate uncertainty on exports should depend on the degree of risk aversion. A very risk-averse exporter who worries about the decline in revenue may export more when risks are higher. On the other hand, a less risk-averse individual may not be concerned with the worst possible outcome and, considering the return on export less attractive, may decide to export less when risks are higher.

Baldwin and Krugman (1989, p. 635) and Dixit (1989, p. 206) have argued that sunk entry and exit costs can also influence foreign trade. Briefly, firms have to invest before they can sell their goods in another country. Some of the investments may be in research and development, relocation and distribution systems, and capital investment. The cost of these investments cannot be recouped if the firm decides to stop the export activities to a particular country. As the exchange rate becomes more volatile, firms will tend to wait longer, widening the interval in which neither exit nor entry occurs. That is, sunk or entry costs produce hysteresis in trade flows. As with ‘risk aversion’ models, it is not always clear how trade will be affected. Further, Froot and Klemperer (1989, p. 643) showed that exchange-rate uncertainty can affect the price and quantity of trade, either positively or negatively, when market share matters under an oligopolistic market structure, regardless of risk choices.

Bailey and Tavlas (1988) and Tavlas and Swamy (1997) have provided reasons why the effect of exchange-rate risk on foreign trade could be positive. The authors argue that if traders gain knowledge through trade enabling them to anticipate changes in the exchange rate better than the average participant in the foreign exchange market, they can profit from this knowledge. That profit may offset the risk represented by movements in the exchange rates. The earned income from using such knowledge in the foreign-exchange market may offset the risk represented by movements in the exchange rate. They point out that, in any fast changing business environment, price-affecting information is scarce and valuable, and these traders are likely to have proprietary access to some of it.

From the above discussion, we gather that exchange rate volatility is a basis of anxiety because the currency
values help determine the price paid or received for output and, hence, it affects the profits and welfare of market participants. Overall, it is clear that theory alone cannot determine determine the sign of the relation between foreign trade and exchange rate volatility.

Before presentation of the model, it is necessary to derive an operational measure of exchange-rate volatility. Here, our proxy of real exchange rate volatility is obtained with the idea that real exchange rate follows a GARCH process.

**Univariate GARCH Model.**

The conditional variance of a time series in the GARCH model depends upon the squared residuals of the process and has the advantage of incorporating heteroscedasticity into the estimation procedure of the conditional variance (Bollerslev, 1986). The predictable component of volatility is the conditional variance of a series from a GARCH model. For our purpose, we use the following models:

\[
\text{REER}_t = f_0 + f_1 \text{REER}_{t-1} + u_t
\]

\[\text{where } u_t \sim N(0, h_t^2)\]

\[
h_t^2 = d_0 + d_1 \epsilon_{t-1}^2 + d_2 h_{t-1}^2
\]

Where the conditional variance of equation (3) is a weighted average of a long-term average of mean or the constant term, the ARCH term represented by \(\epsilon_{t-1}^2\), and the GARCH term is captured by the \(h_{t-1}^2\). The predicted values of the regressand in (3) measures the volatility of of real exchange rate, whereas, the square root \(\sqrt{h_t^2}\) is the conditional standard deviation, which is used as an independent variable in our demand for export equation.

The second measure we experimented with is a time-varying measure of exchange-rate volatility, which accounts for periods low and high exchange-rate uncertainty. It is constructed by the moving average of the standard deviation of the REER and is expressed as

\[
J_{t=m-1}^\tau \frac{1}{m} \sum_{i=1}^{m} (R_{t+i-2} - R_{t+i-1})^2 \]

Where \(R\) is the natural logarithm of the real effective exchange rate, and \(m=8\) is the order of the moving average (see Arize et al., 2000).

### 3. Model Specification and Empirical Methodology

Following Arize, Osang, and Slottje (2000), the long-run export demand can be written as:

\[
X_t^* = \cdot + b \cdot P_t + c \cdot \sigma(h)_t + z_t
\]

where \(X_t^*\) denotes the logarithm of desired real exports, \(w_t\) is the logarithm of a measure of foreign economic activity; \(P_t\) is the logarithm of export price in U.S. dollars relative to trade-weighted foreign prices; \(\sigma(h)_t\) is a measure of exchange-rate uncertainty; and \(z_t\) is a disturbance term.

If foreign economic activity rises, the demand for exports will rise, the estimated coefficient (\(\hat{b}\)) is expected to be positive. On the other hand, if relative prices rise, the demand for exports will fall, so \(\hat{c}\) is expected to be negative. As noted earlier, the sign on \(\hat{d}\) is expected to be negative or positive. To make the equation (5) estimable, we need to replace the desired export demand with actual (observable) level (i.e., \(X_t = X_t\)). To allow for the adjustment of real exports to changes in the regressors, the short-run relationship is based on estimating an unrestricted Error correction model (UECM) for the desired real exports which may be written as:

\[
\Delta x_{t,j} = \alpha + \phi \Delta x_{t,j-1} + \sum_{i=0}^{k} \beta_i \Delta x_{t,j-i} + \sum_{i=0}^{k} \gamma_i \Delta w_{t,j-i} + \sum_{i=0}^{k} \delta_i \Delta \sigma(h)_{t,i} + \sum_{i=0}^{k} \pi_i \Delta \sigma(h)_{t,i-1} + \mu_t
\]

where \(\Delta X_t, \Delta W_t, \Delta P_t^x\) and \(\Delta \sigma(h)_t\) are the first differences of the logarithms of the real income, foreign economic activity, relative export price and exchange-rate volatility, respectively. In a similar fashion, the coefficients \(\alpha, \beta_i, \gamma_i, \delta_i, \pi_i\) represent the short-run dynamics of the underlying variables in the ARDL model, and the coefficients \(\delta_1, \delta_2, \delta_3\) and \(\delta_4\) represent the long-run relations. Since we are normalizing on real exports, the long-run elasticities are the coefficients of the explanatory variables lagged one period (multiplied by a negative sign) divided by the coefficient of the regressand also lagged one period. Thus, the long run elasticities for foreign economic activity, relative export price, and exchange-rate risks are \((-\delta_2/\delta_1), (-\delta_3/\delta_1),\) and \((-\delta_4/\delta_1)\), respectively (Bardsen, 1989). The standard errors are obtained using the delta approach. Prior to estimation, two dummy variables were entered in equation (6) (Note 5). The blip binary variables proxy the behavior of the economy during the 1986–1999 period, and the two dummies were both treated as exogenous.
variables.

Before implementing the ARDL bounds testing technique, it is necessary to establish the number of lags on each first-differenced variable in equation (6). The Akaike Information Criterion (AIC) and autocorrelation test were used to determine the number of lags. The maximum lag of four was used. For further analysis, the stability of equation (6) was determined using the Dufour as well as Hansen approaches.

In sum, recall that under the ARDL bounds testing approach, the null hypothesis of no cointegration is tested against the alternative hypothesis of cointegration. To check the sensitivity of our cointegration test, we have implemented the Harris and Inder test (discussed below), where the null hypothesis is the presence of cointegration. This is in line with the specification suggestion by Gregory (1994) noted earlier. Implementing two cointegration tests which are based on different null hypotheses might lend credence to our results. The Harris-Inder cointegration test is described below.

**Harris-Inder Cointegration Test.**

The Harris and Inder cointegration test requires testing the null hypothesis of cointegration against the alternative hypothesis of no cointegration. This approach uses the Engle-Granger two-step method and the Kwiatkowski, Philips, Schmidt, and Shin (1992; KPSS) unit root. The Harris-Inder approach is specified as

\[ y_t = \gamma_0 + \tau t + \epsilon_t, \quad \epsilon_t \sim IN(0, \sigma^2) \]

where \( y_t \) is the dependent variable, \( \tau_t \) is a vector of nonstationary regressors and \( \tau_t \) is a random walk in the residuals of the cointegrating equations (i.e., equation 7). If a random walk component exists in the residuals of equation (7) and equations (8) through (9) captures the correct data-generating process, then the variables will not be cointegrated. Nevertheless, as suggested by Harris and Inder, testing the null hypothesis of \( \sigma^2 = 0 \) against the alternative null \( \sigma^2 > 0 \) will test the null hypothesis of cointegration against the alternative of no cointegration. In sum, the first step of this test is to obtain residuals of equation (5) and then apply the KPSS test to the residuals to see if a unit root exists. To summarize, the Harris-Inder testing approach uses nonparametric correction and the critical values are given in Harris and Inder (1994).

4. **Empirical Results**

### 4.1 Data and Variable Definitions

The empirical analysis uses the quarterly frequency data for Nigeria. The observations covering the period 1980:1 through 2008:4 were used as the estimation period, whereas, the data from 2009:1 to 2010:4 were used as the forecast period. The data are taken from the IMF’s *International Financial Statistics* (2010) CD-ROM, IMF’s Central Statistics office, and the IMF’s *Directions of Trade* (DOT) statistics, *Economic Intelligence Unit* (EIU) database of the Economist and *World Tables* (World Bank, 2006) and OECD *Main Economic Indicators*. All variables are in the logarithms.

Real exports are measured in US dollars and were constructed as (nominal exports deflated by the unit value of exports). Foreign economic activity is measured by the advanced countries’ industrial production with 2005 as the base year. Export price data for Nigeria are not readily available and therefore require using data from two sources. Therefore, it was obtained by splicing approach, where we used data from the *World Tables* (World Bank, 2002), and collected the rest from the *Economic Intelligence Unit* (EIU) database of the Economist. Given that the export price data were in annual format, to obtain country series, we applied a quadratic interpolation method outlined and used in Bergstrom (1990). The procedure is clearly described in Arize et al. (2005), and the base period is 2005=100.

The relative export price index is Nigeria’s unit value of exports deflated by advanced economies consumer price index from IFS. We experimented with a geometric trade-weighted average of export prices or unit value of exports of thirteen major trading partners (Australia, Canada, France, Germany, Hong Kong, India Italy, Japan, Korea, the Netherlands, Pakistan the United Kingdom and the United States). The weights are \( w_{ij} \), and the base period is 2005=100.

To compute measures for exchange-rate volatility, trade-weighted effective exchange rate (eerc) and real effective exchange rate (eere) were computed. They were constructed as follows (for illustrative purposes, let Nigeria be country i). The period average exchange rates are in units of domestic currency per dollar. These period averages were then expressed in index form (2005=1.0). The eerc variable was calculated as: \( \exp \left[ 2w_{ij} \ln \left( E(I, $, t) / E(j, $, t) \right) \right] \) where \( \exp = \) exponent, \( \ln = \) natural logarithm, \( E(I, $, t) = \) exchange-rate index of country i at time t and \( E(j, $, t) = \) exchange-rate index of country j at time t.
\( S, t \) = exchange-rate index of Nigeria at time \( t \). The real effective exchange rate was calculated as: 
\[
REER(j, t) = \text{EXP}[-\ln P(j, t) + \sum w_j \ln P(i, t) - \Sigma w_i \ln E(i, S, t)]
\]
where the exchange rate terms are in units of country \( i \) (or \( j \)) currency per U.S. dollars in index form (2005=1.0). \( P \) is the consumer price index of country \( i \) (or \( j \)) in index form (2005=1.0). Our GARCH (1,1) is reported below with t-values in parentheses below each estimated coefficient:
\[
REER_t = 1.26 + 0.98284 REER_{t-1}
\]
(0.42) (35.99)
\[
h_t^2 = 5.814 + 0.0161 h_{t-1}^2 + 0.932 h_{t-1}^2
\]
(3.38) (1.11) (33.6)

4.2 Unit Roots

Statistical inference from time series is usually based upon the assumption of stationarity. Since the common practice is to use the augmented Dickey-Fuller (ADF) test, the results are reported in Table 1. From these results in Table 1, we gather that the variables can be taken as nonstationary.

Table 1. Augment dicky-fuller unit root tests

<table>
<thead>
<tr>
<th>Variables</th>
<th>ADF H₀:J₀=I(1)</th>
<th>H₀:J₀=I(0)</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Exports ( X_t )</td>
<td>1-8</td>
<td>-2.15</td>
<td>-2.22</td>
</tr>
<tr>
<td>World Activity ( W_t )</td>
<td>1-8</td>
<td>-2.29</td>
<td>-2.55</td>
</tr>
<tr>
<td>Relative price ( P_t )</td>
<td>1-8</td>
<td>-1.86</td>
<td>-2.46</td>
</tr>
<tr>
<td>GARCH ( \sigma(h_t) )</td>
<td>1-8</td>
<td>-2.72</td>
<td>-2.75</td>
</tr>
<tr>
<td>Moving Standard Deviation ( \sigma(h_t) )</td>
<td>1-8</td>
<td>-2.71</td>
<td>-3.02</td>
</tr>
<tr>
<td>CV</td>
<td>-2.89</td>
<td>-3.45</td>
<td>-2.89</td>
</tr>
</tbody>
</table>

Note: The critical value (CV) of the ADF statistic is -2.89 for zero-trend, and trend is included, it is -3.45 at the 5 percent level.

To obtain the results of the ARDL model, requires two stages. For the first stage, an F-test is used to examine the joint significance of the estimated coefficients on the level variables in equation (1). The null hypothesis is that all the coefficients of the long-run relation are jointly equal to zero (i.e., no cointegration) against the alternative hypothesis that estimated coefficients are not jointly significantly different from zero (i.e., cointegration). In the second stage, the parameters of the ARDL model and their long-run coefficients are obtained.

4.3 Bounds Testing for the Level Relations

First, equation (6) is estimated by Ordinary Least Squares (OLS) and then the level terms are excluded from the model by variable deletion test to determine their joint statistical significance. The obtained F-statistic for the hypothesis that \( \delta_1 = \delta_2 = \delta_3 = 0 \) in the model with real exports \( X_t \) as regressand is indicated by \( F(w_t | X_t, p_t, \sigma(h_t)) \), where \( w_t \) is foreign economic activity, \( p_t \) is relative export price and \( \sigma(h_t) \) is a measure of exchange-rate risk. Then, the same steps are followed in the specification with \( w_t, p_t, \sigma(h_t) \) as the regressand. That is, in our case three other regressions are run. The estimated F-statistic for the hypothesis that \( \delta_1 = \delta_2 = \delta_3 = 0 \) in the latter specifications are denoted by \( F(w_t | X_t, p_t, \sigma(h_t)) \), \( F(p_t | X_t, w_t, \sigma(h_t)) \) or \( F(\sigma(h_t) | X_t, w_t, p_t) \).

The test’s critical values are nonstandard, and rely on Monte Carlo results reported in Pesaran, Shin and Smith (2001). Then, in order to reject the null of no cointegration, the computed F-value is compared to the F critical values suggested by Pesaran, Shin and Smith (2001). For instance, if the computed F-value is higher than the upper bound of the critical values reported in Pesaran, Shin and Smith (2001), the null hypothesis is rejected. However, if the computed F-statistic falls between the lower and the upper bounds, the test is inconclusive. Further, a fail-to-reject decision of the null of no cointegration obtains if the computed F falls below the lower bound.
Table 2. Cointegration test results. f-statistics for cointegration relationship

<table>
<thead>
<tr>
<th>Critical value bounds of the F-statistic</th>
<th>90% level</th>
<th>95% level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I(0)</td>
<td>I(1)</td>
</tr>
<tr>
<td></td>
<td>I(0)</td>
<td>I(1)</td>
</tr>
<tr>
<td>I(0)</td>
<td>2.721</td>
<td>3.773</td>
</tr>
<tr>
<td>I(1)</td>
<td>3.232</td>
<td>4.351</td>
</tr>
</tbody>
</table>

Calculated F-Statistics

\[ F(\mathbf{x}_t, \mathbf{w}_t, p_t, \sigma(h)_t) = 6.201^* \]
\[ F(\mathbf{w}_t, \mathbf{x}_t, p_t, \sigma(h)_t) = 2.301 \]
\[ F(p_t, \mathbf{x}_t, \mathbf{w}_t, \sigma(h)_t) = 2.519 \]
\[ F(\sigma(h)_t, \mathbf{x}_t, \mathbf{w}_t, p_t) = 3.770 \]

Notes. An * indicates statistical significance at the 5% and 10% level. The absolute values of t-ratios are in parentheses. The relevant critical values are obtained from Table C1.i (with an unrestricted intercept and no trend with three regressors) in Perasan et al., (2001). The optimal lag length is four. An *Indicates the statistical significance at the conventional level.

Starting with results from \( F(\mathbf{x}_t, \mathbf{w}_t, p_t, \sigma(h)_t) \) in Table 2, the null hypothesis that \( \delta_1 = \delta_2 = \delta_3 = 0 \) (no cointegration) is rejected in favor of cointegration because 6.201 exceeds the upper limit of the critical band (see Table 2 for details). This shows cointegration among \( \mathbf{x}_t, \mathbf{w}_t, p_t, \) and \( \sigma(h)_t \), when normalization is on real exports. For the \( F(\mathbf{w}_t, \mathbf{x}_t, p_t, \sigma(h)_t) \), it is observed that the computed F-value is 2.301 is below the lower limit of the critical band at the 90% and 95%, respectively. This finding implies that the hypothesis of no cointegration cannot be achieved with foreign economic activity as the regressand. In a similar fashion, the results for both \( F(p_t, \mathbf{x}_t, \mathbf{w}_t, \sigma(h)_t) \) \( = 2.519 \) and \( F(\sigma(h)_t, \mathbf{x}_t, \mathbf{w}_t, p_t) \) \( = 3.770 \) support the null hypothesis of no cointegration. Hence, the null hypothesis that the level variables do not enter significantly in the equations for \( \Delta \mathbf{w}_t, \Delta p_t, \) and \( \Delta \sigma(h)_t \), suggest that foreign economic activity, relative export price and exchange-rate risks are statistically considered as “long-run forcing” variables that assist in explaining of real exports.

Table 3. Regression results of the error-corrections model

<table>
<thead>
<tr>
<th>Selection Method</th>
<th>Lag</th>
<th>Variables</th>
<th>( \mathbf{w}_t )</th>
<th>( p_t )</th>
<th>( \sigma(h)_t )</th>
<th>Summary Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIC</td>
<td>0</td>
<td>( ec_t )</td>
<td>1.12</td>
<td>-0.54</td>
<td>-0.96</td>
<td>( R^2 = 0.85 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(4.19)</td>
<td>(4.06)</td>
<td>(3.72)</td>
<td>( DW = 1.95 )</td>
</tr>
<tr>
<td>(1,0,1,0)</td>
<td>1</td>
<td></td>
<td>-0.34</td>
<td></td>
<td></td>
<td>( F[4,95] = 0.961 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(4.99)</td>
<td></td>
<td></td>
<td>( \chi^2(1) = 1.25 )</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( \chi^2(1) = 0.349 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( \text{Dufour F}[12,87] = 1.656 )</td>
</tr>
</tbody>
</table>

Normalized Cointegrating coefficients

\( X_t = \beta_{1} + 3.289 \mathbf{w}_t - 0.686 p_t - 2.81 \sigma(h)_t + 0.998 D_{86} - 0.887 D_{98} \)

Residual

<table>
<thead>
<tr>
<th>Lag</th>
<th>Variables</th>
<th>( \mathbf{w}_t )</th>
<th>( p_t )</th>
<th>( \sigma(h)_t )</th>
<th>Summary Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( ec_t )</td>
<td>2.039</td>
<td>-0.592</td>
<td>-0.984</td>
<td>( R^2 = 0.851 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.77)</td>
<td>(4.29)</td>
<td>(3.68)</td>
<td>( DW = 1.938 )</td>
</tr>
<tr>
<td>(1,4,1,0)</td>
<td>1</td>
<td>( ec_t )</td>
<td>-0.335</td>
<td>-0.097</td>
<td>( F[4,91] = 0.66 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(4.639)</td>
<td>(0.14)</td>
<td></td>
<td>( \chi^2(1) = 0.0006 )</td>
</tr>
<tr>
<td>2</td>
<td>( ec_t )</td>
<td>0.942</td>
<td></td>
<td></td>
<td>( \text{Dufour F}[12,83] = 1.517 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.29)</td>
<td></td>
<td></td>
<td>( \chi^2(1) = 0.349 )</td>
</tr>
<tr>
<td>3</td>
<td>( ec_t )</td>
<td>1.756</td>
<td></td>
<td></td>
<td>( \chi^2(1) = 0.0006 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.41)</td>
<td></td>
<td></td>
<td>( \text{Dufour F}[12,83] = 1.517 )</td>
</tr>
</tbody>
</table>

Note. The dummy variable D86 is coded as -1 in the first and fourth quarters of 1986 and 1 in the first and second quarters of 1994, respectively and zero otherwise. D98 is coded as one in third and fourth quarters of 1998 and -1 in the second and third quarters of 1999, respectively and zero otherwise. The critical values for the \( \chi^2 \) = 5.99 at the 5 percent level, whereas it is 4.10 at the 10% level.
Before discussing our long-run elasticities, we note that our finding of cointegration among real exports, foreign economic activity, relative export price and exchange-rate risk is supported by the Harris-Inder method. The obtained value is 0.164, whereas, the critical value is 0.3203 at the 5 percent level. Also, both Johansen statistics and persistence profile corroborate our finding of cointegration. These results are reported in the Appendix. Without discussing in details, the results indicate, not only the presence of cointegration but also the presence of a single cointegrating relation.

Having provided evidence concerning cointegration and some relevant hypotheses, it seems prudent to examine the long-run elasticities. The long-run elasticities are reported as normalized cointegration coefficients in Table 3. Some key points are highlighted by the results. First, from Table 3 we gather that the demand relationship is estimated to be positive and elastic for foreign economic activity, whereas, for relative price it is negative and inelastic. In the case of exchange-rate risk, it is negative and elastic.

Second, the estimated foreign activity elasticity implies a fairly large response of exports to changes in foreign economic activity. This result is similar to 3.274, reported in Onafowora and Owoye (2008). Our results suggest that in the long-run, an increase of one percent, on average, leads to 3.447 percent increase in real exports. There are several explanations for the relatively high foreign activity elasticities. Riedel (1988) notes that most available income elasticities in export demand equations, “whether in developed or developing countries, or for country aggregates or in individual countries generally lie in the range between 2.0 and 4.0.” Of the six studies surveyed in Marquez and McNelly (1988, Table 1, p. 307) four report income elasticities greater than two and three report elasticities greater than three. Arize, Osang, and Slottje (2000) report long run elasticities greater than unity in all countries, greater than two in ten out of thirteen countries and greater than three in six countries.

Riedel (1988, 1989) conjectures that the high elasticities found in the literature reflect the inadequate treatment of both the supply side of exports and the normalization issue. His estimate of a simultaneous equation model with export demand normalized as a price equation yields a lower income elasticity. For a critique of Riedel’s approach, see Nguyen (1998) as well as Muscatelli, Srinivasan and Vines (1992), among others. A different explanation for high income elasticities has been given in Arize (1990). He argues that an increased penetration of world markets over the sample period can, in part, be attributed to income elasticities of developing countries being a function of the foreign activity elasticities of the importing countries. This is plausible if exports are largely composed of semi-finished products which are used to produce final products in other countries. Finally, Adler (1970) has suggested that different income elasticities reflect the extent to which exports have been adapted to the importing country’s local tastes, with higher elasticities providing evidence of greater adaptation.

Third, our estimated price elasticity of -0.723 differs markedly from the -1.163 reported by Onafowora and Owoye (2008). They report a standard error of 5.991 which makes their estimated price elasticity statistically insignificant (i.e., a t-value of -0.194) at the conventional levels. Our elasticity of -0.723 indicates that, ceteris paribus, an increase of one percent leads to a decrease in real exports of about 0.723 percent. Because this elasticity is less than one, the response of real exports to relative price is inelastic. Fourth, our exchange-rate volatility elasticity is consistent with their conditional variance of -17.195. In this study, we have used conditional standard deviation and obtained an elasticity of -2.93 (Note 7). That is, other things being equal, if exchange rate risk increases by one percent, a decrease in exports of 2.91 percent is expected (Note 8). A persuading aspect of our results is that all our three regressors (foreign activity, relative price and exchange-rate risk) are statistically significant at the 5 percent level. Another desirable aspect of our results is that the sign, magnitude and significance of our long-run elasticities are similar to those obtained using five alternative estimators. These results are reported in Appendix.

### 4.4 Speed of Adjustment and Half-Life

This section provides information on the speed of adjustment to equilibrium and identifies how quickly real exports respond to changes in the determinants. For brevity of presentation, we focus on the estimates obtained using the Breusch-Godfrey residual correlation test (see ARDL (1,4,1, 0) in Table 3). The estimated long-run coefficient can be used to obtain an error-correction term by replacing the linear combination of the lagged level of the variables in the ARDL model by \( ec_{-1} \), the model is re-estimated by imposing the same lag structure as noted above. Cointegration can be inferred by a negative and statistically significant coefficient on \( ec_{-1} \). The t-ratio is -4.64 is less than 5 percent critical value of -3.83 computed as in Kremers et al. (1992). Therefore, no cointegration is rejected. Also, since the model includes first-differenced variables, the specification allows for the possibility that the movements in the regressors in any quarter can be related to the previous quarter’s gap from the long-run equilibrium.

A significant \( ec_{-1} \) means that some type of adjustment must occur whenever real exports deviate from its
long-term values to restore the equilibrium in the next period. The speed of adjustment is represented by the absolute value of the coefficient on the error-correction term (that is, 0.33) and implies that a deviation from long-run equilibrium following a short-term shock has corrected by 33 percent after a quarter. That is, the adjustment of real exports to changes in the regressors may take about one year. Fifth, our coefficient on the error-correction term of -0.335 is similar to -0.34 reported by Onafowora and Owoye (2008). Both are statistically significant at the 5 percent level.

Do above results change over the period 1980:2 to 2010:4? According to the Dufour test statistic, structural stability is supported in the sample. The computed F-value of 1.656 is not statistically significant at the 5 percent level. The critical value is 2.1. Also, we implement Hansen (1992) joint parameter nonconstancy and variance nonconstancy (JT and VAR) test for stationary data. The computed variance test which is 0.255 and it is less than the article value of 0.353, the JT test is 4.1, whereas, the critical value at the 10 percent level is 4.22. Finally, note that the test statistics for serial correlation, abnormal residuals, non-zero disturbance mean, hetroskedasticity and predictive failure are all satisfactory.

Another important question is what is the plausible explanation for the differences in our results with earlier evidence in Onafowora and Owoye (2008)? First, besides their use of a short sample period from 1980 through 2001, they included a shift term (Note 9) in their cointegration vector while our results suggest that blip dummies are relevant. Second, they used volatility from bilateral exchange rate, but our results indicate that REER is more appropriate.

5. Summary and Conclusions

In this paper, best-practice econometric techniques have been used to investigate empirically the long-run and the short-run impact of REER volatility on real export demand. This paper has used GARCH model and employed ARDL estimator to obtain long-run and short-run estimates. We have undertaken a comprehensive array of other cointegration estimators. Results obtained from ARDL cointegration analysis suggest that there exists a stationary long-run equilibrium relationship among real exports, foreign economic activity, relative export price and real exchange rate volatility. The sign, magnitude and significance of the long-run elasticities with respect to export demand are consistent with the economic theory. A key feature of the results is that the exchange-rate volatility is found to have negative effects in the short-run and the long-run. Another important result is that, although foreign economic activity has a greater effect on real export demand, it is relative export price as well as the exchange-rate volatility that have immediate short-run effects on export volume.

Our results suggest that exchange-rate volatility considerations are important when modeling export behavior in Nigeria. It is possible, therefore, that risk-averse exporters will reduce their activities, switch sources of supply and demand, or change prices in order to minimize their exposure to the effect of exchange risk. This, in turn, can alter the distribution across sectors of the economy. For these reasons, the design and implementation of trade and exchange-rate policies in Nigeria should benefit from knowledge of both the existence and the degree of exchange rate volatility. As emphasized by Arize, Osang and Slottje (2000), policy actions aimed at stabilizing the export market are likely to generate uncertain results, if policymakers ignore the stability, as well as the level, of the real exchange rate. Empirical evidence by Arize, Malindretos and Nippani (2004) suggests that exchange rate variability tends to feed inflation in developing economies at a much faster rate than in advanced countries. Therefore, given the high rate of inflation in Nigeria, exchange rate policy by itself would not eliminate exchange-rate volatility; therefore, policy makers should pay attention to fiscal policy. Nigeria needs to improve its external competitiveness to assist the world demand for its exports. The evidence suggests that trade policies, in the face of continuing large trade deficits may not fare well if no adequate attention is given to the likely impact of the exchange rate volatility on each trading partner. Greater attention should be given to export diversification. Improvements in the country’s infrastructures, including power supply, would inspire more confidence in exporting activities.
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Notes

Note 2. The use of the real effective exchange rate (REER) enables us to avoid issues concerning the possibility of dominance of numeraire currency. This is so because REER is an average (weighted) of bilateral exchange rates and averaging is more likely to eliminate the effects of the base country’s experience on the index, hence it allows consideration of several trading partners. Work by Onafowora and Owoye (2008) uses the real exchange rate of Nigeria and the United States.

Note 3. For interpretational reasons, the conditional variance employed by others is in squared units, whereas, the standard deviation is in original units.

Note 4. Monte Carlo evidence by Gregory (1994) suggests that instances of conflicting test results are likely to occur in cointegration analyses because of sharp power differences that empirical conditions such as sample size, lag order, and number of regressors differ. In light of this, Gregory notes that it is of considerable practical importance to calculate and report several tests for cointegration in applied studies.

Note 5. D86 captures Nigerian government adoption of Structural Adjustment Program (SAP) and its associated flexible exchange rate as well as financial liberalization measures. Nevertheless, the military government abandoned SAP in 1994 because of continuing currency depreciation as well as inflation. Thus 1994 to 1997 was period one of guided deregulation. D98 recognizes the abandonment of fixed official exchange rate by fiat mechanism and the indirect management of nominal exchange rate through official intervention. Note that in 1999 world oil prices began to rise resulting in accumulation ii the level of reserves, see Yinsua (2008) and Okpara (2010) as well as several Central Bank of Nigeria reports.

Note 6. The following discussion is based on Choudhry (1999).

Note 7. For space considerations, the results obtained using our second measure of exchange rate volatility are similar to those reported above. The only difference is that coefficient on the volatility is biased downward.

Note 8. The negative intercept of -4.75 does not indicate an incorrect sign. Given that the regressand is is a logarithm, the estimated intercept is also a logarithm, therefore, it is necessary to take the antilog of this value by raising e to the power of -4.75. The result will yield 0.00865.

Note 9. The dummy variable is one for the observation 1980 : 1 through 1986 : 4 and zero otherwise.

Appendix A. Johansen Cointegration Test

<table>
<thead>
<tr>
<th></th>
<th>Maximal Eigenvalue</th>
<th>Trace Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r = 0</td>
<td>r = 1</td>
</tr>
<tr>
<td>H0</td>
<td>H1</td>
<td>H2</td>
</tr>
<tr>
<td>Statistics</td>
<td>34.35</td>
<td>14.62</td>
</tr>
<tr>
<td>95% CV</td>
<td>27.14</td>
<td>21.07</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>0.28</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Notes. The VAR order is five and \( \lambda \) is eigenvalue.

Appendix B

Figure B1. Persistence profile of the cointegration equation
### Appendix C. Alternative Estimates of the Cointegration Equations

<table>
<thead>
<tr>
<th>Method</th>
<th>$w_t$</th>
<th>$p_t$</th>
<th>$\sigma(h_t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Johansen</td>
<td>-3.15</td>
<td>-0.74</td>
<td>-3.27</td>
</tr>
<tr>
<td></td>
<td>(8.00)</td>
<td>(8.79)</td>
<td>(10.71)</td>
</tr>
<tr>
<td>Stock-Watson</td>
<td>3.14</td>
<td>-0.63</td>
<td>-3.04</td>
</tr>
<tr>
<td></td>
<td>(3.78)</td>
<td>(0.63)</td>
<td>(7.85)</td>
</tr>
<tr>
<td>Phillips-Hansen</td>
<td>3.04</td>
<td>-0.64</td>
<td>-2.59</td>
</tr>
<tr>
<td></td>
<td>(6.96)</td>
<td>(6.33)</td>
<td>(6.98)</td>
</tr>
<tr>
<td>Park CCR</td>
<td>3.07</td>
<td>-0.60</td>
<td>-2.33</td>
</tr>
<tr>
<td></td>
<td>(6.73)</td>
<td>(5.75)</td>
<td>(6.19)</td>
</tr>
<tr>
<td>Bewley-Wickens Breusch</td>
<td>3.53</td>
<td>-0.69</td>
<td>-2.86</td>
</tr>
<tr>
<td></td>
<td>(5.69)</td>
<td>(5.07)</td>
<td>(5.50)</td>
</tr>
</tbody>
</table>

*Note.* The values in parentheses beneath the estimated coefficients are absolute t-values, except the Johansen estimator where it is the chi-square statistics.
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