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Abstract

Predicting stock returns has been instrumental in our understanding of capital market structure. The validity of
models, like the Capital Asset Pricing Model or the Gordon Growth Model, has influenced and contributed to
building mathematical representations in predicting required return. Several studies attempted to explore
different variables to determine the explanatory power of proxies in predicting stock return. For example, it is
reported that dividends can explain up to 25% of the variance in returns. The explanatory power of dividends in
the regression analysis showed a significant variation when the analysis follows time-series methodology. This
study aims at examining the predicting power in the U.K. equity market by plugging into the regression model
some of the variables conventionally measured in the Structural Equation Modeling. The study is quantitative
and uses secondary data. The findings of this study suggest that the selected proxies, dividend growth, earnings
per share, and beta exhibit weak explanatory power in predicting returns of large U.K. companies.
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1. Introduction

The paper contributes to on-going debate on the possibility of predicting stock returns. The research area is rich
and there exists a voluminous literature on it. The issue, however, is far from settled and continues to attract new
researchers who strive to develop models and techniques to outperform the market. The motivation of this
research comes from the understanding developed on existing literature evidence that it would be highly useful
and relevant to examine the returns predictability in the U.K. equity market by plugging into the regression some
of the variables conventionally measured in the Structural Equation Modeling (SEM). The study is the first
attempt to examine this for large UK companies by not performing the Structural Equation Modelling but
plugging into simple and multiple regression analysis some the latent variables conventionally used in the SEM.
The research framework and findings are likely to be of interest and will encourage further investigation into
plugging together isolated indicators to determine proxy power of predicting stock returns.

The analysis of Structural Equation Modelling (SEM) is used to establish a more integrated view of the
relationship of variables, in which the correlation of latent variables and indicators can be measured. In the
analysis of SEM, the predictability of stock return is built upon three factors that resolve the explanatory power.
According to Anhar (2015), these factors can be used to predict stock return in the analysis of SEM. The first
factor is company performance and its indicators are: earnings per share (EPS), price-earnings ratio (PER), book
value (BV), price-book value ratio (PBV), debt-equity ratio (DER), return on assets (ROA), return on equity
(ROE), and net profit margin (NPM). The second factor is investor expectations, and its indicators are: price
trend, latest return, average return, return trend, latest return percentage, average return percentage, and return
trend percentage (PT, LR, AR, RT, LR%, AR% and RT%). The third factor is the investment risk and its
indicators are: standard deviation of return, coefficient of variation, and coefficient beta of stock (SD, CV and
Beta).

It is not intended to perform Structural Equation Modeling analysis, we rather examine some of the indicators
selected and to evaluate the explanatory power using simple and multiple regression analysis. The factors are
assumed as latent variables used in the analysis of Structural Equation Modelling (SEM). The indicators subject
to the model in this paper are earnings per share (PER), beta value (8) and dividend growth (DG).
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2. Literature Review
2.1 The Classical Approach to Efficiency

There is a growing body of literature that recognizes the importance of market efficiency theory in testing the
ability to find abnormal returns. According to Fama (1991), there are three forms of efficient market hypothesis
(EMH): weak, semi-strong, and strong. Empirical tests have focused on the weak form of efficiency, concluding
that it is not possible to predict future stock prices based on past information. Most of these studies implemented
the stochastic approach, meaning that they focused on the use of random probability distribution (Lean & Smyth,
2015).

For investment opportunities, many strands of literature focused on company performance ratios, such as the
market-to-book ratio. In general, the market-to-book ratio has been a significant proxy in stock returns.
According to Detzel and Strauss (2017), this ratio provides an indication of future cash flows in present value.
Their findings showed that a cross-section of the industry book-to-market values has mere explanatory power
using a combination of quarterly forecast returns.

Another proposition to examine future investment opportunities is related to the price-earnings ratio (PER),
indicating the ratio of market value of equity and present earnings. As stated by Pietrovito (2016), the PER ratio
does add value to the investment rates when it is included in the Tobin's q model. It is incorporated in a model of
regression to determine the explanatory power of investment rate, giving a positive relation for the predictive
model.

Tobin's g model equation:
Yie = @Yie-1) T BXie tvi + v+ v + ey

In Tobin's q model the y;; is the average for market to book ratio explained by its replacement cost, the X are
the independent variables, e; is the error term in the regression model, and v;, v, v; values are dummy variables
to control exogenous variables as industry effects.

2.2 Investment Risk

In functional markets, all managers and investors are rewarded when welcoming the high risks associated with
investing in assets. Risk is also referred to as ‘risk factors’ (Besley and Brigham, 2006). Systematic risk is
measured by evaluating the movement of the return trend of a company stock to follow the movement of the
stock market return, and its size is the beta coefficient (B) of stock (Besley and Brigham, 2006, p. 34)

Some analysts, like Setiono and Strong (1998), attempted to draw fine distinctions between markets in many
countries, which are semi-strong form, efficient finding, and predicting abnormal stock returns with publicly
available financial statements. Some earlier observed reports indicated that, to some degree, future earnings can
be predicted from current and past incomes and that current stock prices reflect inexperienced expectations of
earnings.

Linear predictive regression is an increasingly important area in applied market studies. Some earlier studies
used the techniques of time-series or cross section analysis to explain market beta in expected returns (Fama and
French, 2004). Such techniques can also be applied, as proposed by Bekiros and Gupta (2015), using a linear
predictive regression model with different indicators to predict stock market returns in monthly sequences.
Difficulties arose, however, when attempts were made to implement this model to predict volatility. This
encouraged more focused studies, such as mixes of other tests to examine real returns and their link to investor
sentiment indexes.

According to Choudhary and Choudhary (2010), testing the Capital Asset Pricing Model (CAPM) should be
performed by modifying the conventional formula. CAPM is tested with a regression of security return for beta
value where the intercept is the difference between estimate of the expected return and the actual CAPM return.

The model of regression analysis for CAPM is:
rj—Rf= o< ifixrm—Rf+g

where Rf is risk-free return, 7; is required return on investment, 7, is expected market value of return, j is beta
(risk), & is the disturbance term or error, and << is the intercept.

There is evidence of a positive relation between beta and stock return in the case where the difference between
market value of the stock and the risk-free return is greater than zero.

The validity of CAPM has been repeatedly tested. To some extent, the earlier studies are responsible for
simplifying the model of the analysis. Researchers, such as Sharpe (1964) and Lintner (1965), suggested that the
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risk-free rate of return is the intercept of the equation, and the difference between expected market return and
risk-free rate will always be the slope. These assumptions result in a flat outcome when measuring the
relationship between return and beta (Miller & Scholes, 1972).

Conventionally, dividend yield has a strong predictive power on stock return; however, Ang and Bekaert (2007)
reported that dividend yield has explanatory power only for short time horizons. Campbell and Yogo (2006)
found a strong predictive power for short rates rather than long periods. All the components from the dividend
growth model are generally seen as indicators strongly related to return prediction. Some of the literature has
focused on the relationship between dividend yield and earnings growth. As stated by Kothari and Shanken
(1992), since the empirical argument shows that dividend constrains funds for future investments, it tends to
have a negative impact on earnings growth. This argument contradicts Zhou and Ruland (2006), who found a
strong relationship between the two variables.

The model developed by Kothari and Shanken (1992) to predict Swedish stock return from dividend yield and
dividend growth showed a rather weak explanatory power. It measured the natural log of the continuous
compounded ratio from the dividend D, in year t and the dividend in year ¢ - /. DG = Ln(D/Dy. ), FGD =
Ln(D/Dg + - 1), for the year t + k. where DG is the dividend growth, FDG is the dividend growth at the time 7'+
K - 1. The model also included a dividend to price ratio (D/P), Nordic 40 index (RNAS), and the productivity
growth index (PGI). After all the proxies are established the model takes the form:

3
Ri =a+1,DG +Z“" FGDy, + Agyy D/P + Aisy RNAS + Ayys PGI + i
k=1

Where the dependent variable R;is the return on equal weighted portfolio from the NASDAQ OMX index from
Stockholm.

The result of the study showed a weak relationship between dividend yield and dividend growth when measured
only with the dividend proxies shown in the equation. However, the explanatory power of the model increases its
R’ when using the U.S. equity market (NYSE), indicating strong aggregate stock returns in the case of Swedish
stocks.

2.3 Investors’ Expectation

The expectation of an investment is related to the evaluation of a certain trading security and its future trend.
Most of the indicators associated with investor expectations are defined by technical analyses that focus on the
history of stock actions in order to predict future movements. Investor expectation can be outlined by price trend,
latest return, average return, return trend, latest return percentage, average return percentage, and return trend
percentage (Anhar, 2015).

In technical analysis, the research leads to decisions on using linear and nonlinear methods. Enders and Pascalau
(2015) tested the linearity of real exchange rates using the smooth transition autoregressive (STAR) model and
found that, when rejecting the null hypothesis of a linear model, the forecast will result in low mean square
prediction errors. By not rejecting the linearity, the nonlinear model also produces low mean square prediction
errors and will beat the random walk forecast. It seems that, according to Enders and Pascalau (2015), the
nonlinear methods in technical analysis produce a superior predictive forecast.

Sheela and Murugesan (2017) stated that daily return predictability for nonlinear models provide better captured
information of the behavior on daily stocks’ returns. It then improves the accuracy of forecasting for short term
horizons, even more so than linear models.

Whereas fundamental analysis focuses on the influence of other proxies, such as dividend yield, earnings, and
insider trading, technical analysis relies on the premise that stocks already have all this information and absorb
new data automatically (Gong and Sun, 2009). The factor that explains trading movements is the sentiment of
the investor responses to changes, showing enough patterns and historical trends to provide prediction power
(Murphy and Murphy, 1999). It is not the intention of this research to explore technical analysis; however, this
could be part of the recommendations for further studies, considering some of these indicators as part of further
methodologies of fundamental analysis. Although, even when measuring a wide range of information, stock
returns are not well explained and predicted even in the most recent and complex tests. Hou et al. (2017) found
450 anomalies in stock returns not yet clarified, even when classic approaches were used to relate these
anomalies with the relative size of the investor.
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3. Data and Methodology

This study was designed to explore some of the indicators used to predict stock returns. Relevant results on
previous studies have led to the conclusion that there is no complete and certain technique to predict returns
without any biases or concerns about statistical methods, such as data mining, spurious results, or correlations
between evidence and real time performance (Avramov & Chordia, 2006). This means that there is no best-fit
strategy and it is possible to find techniques better than others.

The most obvious outcome to emerge from this study is that building a critical framework to predict stock return
will benefit investors who must allocate funds, but must consider many difficulties in current academic stages
and mathematical techniques when considering uncertainty.

We employed 95% level of certainty and the data required to address the topic were largely the secondary data.
Also, this study was designed as associative, time-series, and quantitative research to study the predictability of
stock returns and create a model with different variables using the methodology of Fama and French (1992). The
paper examines the stock returns of 36 large U.K. companies over the period from 2013 to 2016 in order to
analyze the performance explained by means of three proxies: beta value, dividend growth, and earnings per
share.

The variables in this paper consist of:
(1) Risk free rate and beta ()

The risk-free rate of return is estimated most of the times as the government bond yield. The monthly data from
U.K. for the 10 years yield were retrieved from the Bloomberg database and then the risk-free rate of return was
used as one of the components of beta value. Fama and MacBeth (1973) stated that beta value is estimated by
monthly returns of each stock by the following formula:

pi =

covariance Ri,Rm (1)
variance Rm

(2) Stock and market return (R)

The return of stock is the continuously compounded return on equal-weighted portfolio and is calculated as the
natural log of (P/P - 1).

Ri=LnP/P-1) 2)
where P is the monthly closing price.
The portfolio return is built equally weighted with the following formula:
Rp = XiZa(Wi X Ri) 3)

The market value is continuously compounded return for the FTSE 100 index, where the closing monthly price ¢
is divided by the closing price in month ¢ - /

MRt = Ln(FTSE 100t/FTSE 100t — 1) 4)
(3) Dividend growth

Dividend growth is calculated by D;/Dy_; where D is the dividend and is defined as the natural log of the ratio
of quarterly paid dividends in month 7 - / to quarterly paid dividends for month ¢.

(4) Earnings per share

EPS is defined as the natural log of the ratio of quarterly paid EPS in month ¢ - / to quarterly paid EPS for month
t.

3.1. The Regression Model

For this paper, the independent variables Xi were beta value, dividend growth, and earnings per share (EPS). The
regression model takes the general form:

= at+ Bxe gt u @)

For observations Tj, the coefficient f is the unknown parameter of interest. When testing in a regression model,
the variable x;_; has the ability to forecast r, if § #0. The parameter 7;is the stock return or the dependent
variable for the modelling.

It is assumed that variables are independently and identically distributed.
3.1.1 Step 1

Based on Equation (1), the values for beta are calculated from the stock returns of each security and the market
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return for the period of 2013 t02016. Secondly, the return value for the 36 largest U.K. companies from the
FTSE 100 were ranked from the largest to the lowest stock return values and were divided into 6 portfolios.
Previous studies based their criteria for selection on portfolios. Fama and MacBeth (1973) agreed that
diversification of portfolios can minimize the effect of firm-specific risk, improving the estimation of beta values
and future returns.

A total of 100 firms were screened from the FTSE 100 index, from which a total of 36 companies met the sample
requirement and provided weekly data of stock closing price over the study period. This produced a total of 7488
closing prices.

The first formula of the regression model was built with the parameter taken from investment risk factor, which
is beta value.

= at+ B+ u (6)
3.1.2 Step 2

It was our intention to estimate parameters using fundamental analysis with regression analysis and time-series
tool techniques. The primary source of the data was FTSE 100, giving us access to the dataset for large U.K.
companies from a variety of industries.

A total of 100 firms were screened from the FTSE 100 index, from which a total of 36 companies were selected
that provided quarterly information of dividends. This represented a total of 576 continuously-compounded
dividend growth values for month z. In the cases where no data were found for the dividends and earnings, we
used the extrapolation technique following Fama’s methodology (Fama, 1990).

The second formula for the regression model is similar to that of earlier literature on dividends explanation
power on return, such as Fama and French (1998), Campbell (1991), and Kothari and Shanken (1992).

"= 6‘(+/12D61+ U (7)
3.1.3 Step 3

EPS are the profits for a certain period of time divided by the number of outstanding shares. In this paper, the
proxy used to build the model was the EPS when the companies announce the financial information every three
months.

A total of 36 companies in the years 2013-2016 with quarterly earnings and dividends information qualified for
the sample requirements. This represented a total of 576 quarterly earnings announcements.

EPS is defined as the natural log of the ratio of quarterly paid EPS in month ¢ - / to quarterly paid earnings per
share EPS for month ¢.

.= a+ A3EPS;+ u, ®)

Regression analysis was applied to test the effect of explanatory factors and to assess the correlation of the
independent variables.

After including all proxies, the model was formed as follows:
Tt: a+ A‘lﬁl + AzDGlJ’_/’{?,EPSl + ut

The proportion of variance due to the dependent variable was explained by R? or the coefficient of
determination. R? indicates the squared correlation between an independent variable and predictions made by
the regression of the dependent variables (Kothari and Shanken, 1992).

3.2 Hypothesis

The result of the test was used to interpret the relationship between beta and return.

In order to test if coefficient f3;is significantly different from zero, the following hypothesis was formulated:
H,= 2,=0

H,= 4, #0

The joint hypothesis was considered to summarize the variation in the total independent variables, and the
ANOVA ftest assesses the fitness of the regression model as a group. Here, the adjusted R? statistic was used to
explain the relationship of this group of independent variables with return.

Ho:/‘{1:AZZA3: 0
H,= At least one of the coefficients is #0
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4. Results and Findings

The regression graph in Figure 1 shows the relationship between beta and return during the years from 2013 to
2016 for 36 large U.K. companies selected randomly from FTSE 100.

Figure 1. Average beta and return, 2013-2016

According to Figure 1, there is a positive relation between returns and beta. There is also a strong correlation
between the two variables, showing a narrowly spread dots over the 48-month period. It seems that a higher beta
is associated with higher return. Only one observation was an outlier, with a —2.3 corresponding to RSA
Insurance Group, which had flat equal returns.

The regression graph in Figure 2 shows the relationship between dividend growth and stock return during 2013—
2016 for the sample of 36 U.K. companies.

Returns vs DG

NLOG DG
.

Figure 2. Dividend growth and return, 2013-2016

According to Figure 2, there is a positive relationship between returns and dividend growth except for a few
outliers. There was also a relatively moderate correlation showing a wider spread of dots in the 48 months. The
slope of the relationship seems to be positive, indicating higher dividends growth with higher returns. The above
can be related to previous literature showing otherwise negative relationships. One possible explanation for
negative relationships is that companies, in order to increase shareholder wealth, encourage cuts in dividends
policies to invest the money in profitable projects.

The company performance represented in earnings per share is associated with individual security return as
shown in the regression graph in Figure 3.
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Returns vs EPS
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.

Figure 3. Earnings and returns, 2013-2016

Figure 3, which presents the average monthly return with the announcement of earnings per share, shows an
upward and downward drift for about half of the observations but also a strong correlation for the other half,
showing a concentrated group of dots. Some interpretation for the positive correlation between return and EPS
for some of the companies is that new information on earnings may result in a good review of the original
expectations of securities (Basu, 1975). However, in order to examine this, we further analyzed the portfolios
with the highest and lowest returns to evaluate the relationship with earnings per share.

Figure 4 depicts time-series values for weekly compounded stock returns and market return. The values lie
almost in the same line, implying a very close relationship for equally weighted portfolios. Table 1 shows the
correlation matrix performed between continuously compounded returns against the respective proxies. Beta
values are almost perfectly correlated to returns, with a small P value, which shows correlation is significantly
different from zero. However, none of the other variables were correlated with return.

comparative market vs company returns
070944 070115 070715 01245 070516

weekly from 2013 t0 2016

Figure 4. Time-series plot for return and market return of FTSE 100 index, 2013-2016
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Table 1. Correlation matrix of returns, DG, EPS, and beta

Correlation Analysis
The CORR Procedure

4 Variables: sum retum sum beta sum log eps sum log DG

' Simple Statistics '
\Variable N Mean| Std Dev Sum| Minimum  Maximum
isum return | 104 0.06867 0.72348 7.14207 -1.95647 1 929445
isum heta 104 1 57R9F-12 072348 1 A4F-10 -2 02514 186077,
Esum log eps 8 2.76687 895481 22.13499 4.63036 22.85646!
'sum log DG 15 1.49778 9.09920 2246672 -14.55497 16.73825;

Pearson Correlation Coefficients
Prob > |r| under HO: Rho=0
Number of Observations
sum return sum beta sum log eps sum log DG

1.00000  1.00000 -0.47208 0.10500
<.0001 0.2376 0.7096
sum return 104 104 8 15
1.00000  1.00000 -0.47208 0.10500
<.0001 0.2376 0.7096
sum beta 104 104 8 15
-0.47208  -0.47208 1.00000 0.26406
0.2376 0.2376 0.5274
sum log eps 8 8 8 8
0.10500  0.10500 0.26406 1.00000
0.7096 0.7096 0.5274
sum log DG 15 15 8 15

Figure 5 shows that there is a weak relationship between earnings per share and dividend growth. This
observation supports the wide distance between dividend growth and earnings per share showing an opposite
trend. Also, as indicated in the correlation analysis, there was no significant correlation between independent
variables.

According to previous research, a possible argument for the low correlation between returns and dividend yields
or dividends growth is that the last one has “the ability of tracking time-varying property of expected returns:
(Kothari & Shanken, 1992).

EPSvs DG

070414 070914

weekly from 2013to 2016

Figure 5. Time-series values between EPS and DG, 2013-2016

The Y axis represents the weekly data collected from the companies regarding earnings per share and dividend
growth.

4.1 Portfolio Values

This section describes the relationship between returns and the rest of the covariates for the six portfolios formed
from the sample of 36 companies selected from FTSE100. As indicated previously, 36 companies were selected
meeting all the criteria to build the data and were divided into six portfolios in order to examine the data using
regression analysis. This is denoted as portfolio A, B, C, D, E and F.

In order to analyze the six portfolios, the first step was to summarize the portfolio compounded returns for stock
prices, beta values, earnings per share, and dividend growth. The next step was to plot the independent variable
against the stock return. We found that Portfolio A had the highest returns, whereas Portfolio F had the lowest
returns.

Figure 6 shows the relationship between stock returns and the beta values of the six portfolios calculated with
Equation (1).
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0.6 wmmm Return

— Beta

portfolio A portfoloB portfolioC portfolio D portfolio E pcrIoF

Portfolios

Figure 6. Portfolios return and beta, 2015-2016

Although the time-series data in Figure 4 shows a close relationship and correlation between returns and market
values, Figure 6 demonstrates a negative relationship in portfolios with lower returns with respect to beta values.
This reminds us that companies with lower returns tend to have higher systematic risk. Other variables could
merge into the relationship depending on the industrial sector. For example, big utility companies should have a
lower beta, whereas tech companies can bounces stocks up and down with considerable volatility.

Figure 7 shows the relationship between portfolio returns and the EPS of the six portfolios calculated with
logarithmic returns.

0 m—— Return

—EPS

portfoloA  portfolio B fol portfoloD portfolio E pcrIcF

Portfolios

Figure 7. Portfolios return and EPS, 2013-2016

Although the graph shows a weak correlation between variables, many of the values are negative even when
returns are highly positive with respect to the period in Portfolio C. The evaluation of the correlation is also not
strong, considering the smaller amount data for earnings and dividends compared with the data for closing
prices.

Figure 8 shows the relationship between stock returns vs. DG for the six portfolios calculated with logarithmic
returns.

portfolio A portfolioB portfolioC poRfolifD portfolio E pcrIcF

Portfolios

Figure 8. Portfolio returns and dividend growth, 2015-2016.
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The above graph presents an inverse relationship between portfolio returns and dividend growth. The contrast is
clearly demonstrated by portfolios B and D, suggesting that higher portfolio returns tend to have lower dividend
growth.

4.2 Further Analysis

Table 2 shows the output of the regression analysis, indicating a correlation coefficient (R?) of 0.4, which means
a low explanatory power of prediction. Figure 9 shows the predictive trend with a strong correlation and positive
slope. The coefficient of the independent variable, in this case market return, is 0.82, a standard error of 0.067,
and intercept of 0.00048.

Table 2. Regression statistics of market return

Regression Statistics

Multiple R 0.648004864
R™2 0.421207313
R”2 Adjust 0.41839764
Error 0.018523097
Observations 208
ANOVA
df SS MS F Significance F
Regression 1 0.051436013 0.51436013 149.913274 2.94632
Residual 206 0.070679657 0.00034311
Total 207 0.12211567
Coefficients Standard Error t Stat P Value
Interception 0.000487445 0.001285313 0.37924247 0.704898442
Return RM 0.923135108 0.067228138 12.2439076 2.94632

Table 3 Shows associations of the proxies with respect to returns for each portfolio, indicating weak correlations
according to the R’ values. The table shows the results according to the rounds, depicting the effect of including
variables in the model. The aggregate stock return is explained by including the beta value at the end of round 2.
The parameter values are DG, EPS, and beta. None of the covariates were significantly different from zero at
0.05, as was observed by the simple regression analysis (see above). The independent variables also had low
explanatory power when performed together. The most-seen R’ pattern was around 20%, which led to further
decreasing the adjusted R’ when including beta values in the model.

Table 3. Rounds of portfolio regression

ROUND PORTFOLIOS __ |f-walue DG t-value  [EPS T-value |BErA-value R2 R2 Adjusted
1A 039 0.84] 0.17] Q.086) 0.9
2|A 054 1.27, -0.28] -1 0.2] -0.012
1|8 Q3 0.68) -0.05! Q.05 0.1
2|8 055 0.85) -0.56) -1.38 Q13 -0.01
1|C 16 1.25) -124] -I Q.21 0.08
2|C 109 1.21) -1.02] O,S_!I Q22| 0.01
11D 171 -1.79 -0.01 Q.22| 0.9
2|0 106 -1.65) -001 -0 g a22 0.012
1|E 038 -0.87 0.17) Q.06 0.9
2|E 024 -0.73 0.07 0.15} Q.08) -0.19
1|F 131 -0.33 129 0.1795) 04
2|F 1.06) 0.2 15 03 Q22| Q0129

Portfolio had has the smallest p value of 0.07. This shows that there was no significance in the test results. Only
for Portfolio F did the correlation coefficient start to increase with R’ adjusted from 0.0179 to 0.4, denoting a
substantial change in the aggregate explanatory power of proxies when adding the beta value.

None of the portfolios indicated that the covariates in the study period from 2013 to 2016 can be used to explain
the stock return and no association exists between the variables and expected return. Also, the p values that are
not shown in the tables were not significant as none of them were less than 5%, indicating a high probability of
results showing coefficients close to zero.
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When multiple regression analysis was run with the summary portfolio, including all the explanatory proxies, the
correlation coefficients increased only with dividend growth. The p values were not as high as expected (Table 2).
With an R’ of 0.07 and R? of —0.08, the model did not explain the correlation between EPS and dividend growth.
When including all variables, a positive change occurred in R’ but the p value of the model was greater than the
significance level, indicating the impossibility of rejecting the null hypothesis. The only proxy with a high ¢ was
dividend growth, with an individual value of 0.67 (Table 4).

Table 4. Rounds of complete portfolio regression

ROUND PORTFOLIOS |f-value DG t-value  |EPS T-value BETA-value R2 R2 Adjusted
1|ALL 0.5 0.67 -0.85 0.07 -0.077
2|ALL 0.35 0.66 -0.7 -0.36 0.08 -0.16

5. Conclusions & Future Research

This research aimed to find explanatory power for some of the indicators selected from the main factors used to
predict stock return. The factors that most of previous literature used in order to predict future stock returns were
company performance, investor expectation, and investment risk. This study only used fundamental analysis; for
this reason, the proxy of investor expectation was separated, as this was used to measure trends in technical
analysis.

According to the test results, all the three proxies used in this research exhibited a weak explanatory power of
stock return. The p values on the portfolios were not significantly strong enough to reject the null hypothesis.
From the literature review, we found that dividends have a weak power to predict returns over a particular time
period. A number of reviewed studies found a negative relationship between dividends and stock return.
According to Kothari and Shanken (1992), the investment in future projects at the expense of dividends yields
may label this indicator as a weak proxy for stock return. As they argued, dividends are sacrificed to reinvest
profits for new projects. However, in this research, when running the model with separate portfolios, the
dividend growth became a stronger aggregate value for return variation. When executing the model with the
complete portfolio and two other variables, the dividend growth became an important covariate in increasing the
aggregate predicting power. To some degree, all the independent variables tested in this paper became relevant
for measuring the prediction of return for the sample companies, even though the predicting power was very low.
The results provide important information to evaluate the efficiency of the market, implying that all the variables
contribute an important proportion for prediction. As mentioned before, our research covered large U.K.
companies with no discriminatory focus on dividend policies, industrial sectors, or business culture, which
should differ and affect results analysis.

With the data description, we assumed that the correlation was moderately positive as some of the proxies
seemed fit to explain the prediction model. Beta values were more consistent with the data scatter plot and when
running simple regression analysis. However, the correlation index showed a weak variable relationship with
respect to returns. The p values were not significant in the correlation index and the coefficients were small,
particularly for earnings per share.

This study raises important questions about the nature of the role that some of the factors play in predicting stock
return; however, the methodology suffers some important limitations. The observations were reduced to only
four years of dividend and earnings announcements using the quarterly period data.
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