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Abstract 

In face of the current economic and financial environment, predicting corporate bankruptcy is arguably a 
phenomenon of increasing interest to investors, creditors, borrowing firms, and governments alike. Within the 
strand of literature focused on bankruptcy forecasting we can find diverse types of research employing a wide 
variety of techniques, but only a few researchers have used survival analysis for the examination of this issue. 
We propose a model for the prediction of corporate bankruptcy based on survival analysis, a technique which 
stands on its own merits. In this research, the hazard rate is the probability of ‘‘bankruptcy’’ as of time t, 
conditional upon having survived until time t. Many hazard models are applied in a context where the running of 
time naturally affects the hazard rate. The model employed in this paper uses the time of survival or the hazard 
risk as dependent variable, considering the unsuccessful companies as censured observations.  

Keywords: bankruptcy prediction, financial distress, survival analysis, financial ratios 

1. Introduction 

The problem of corporate bankruptcy has been, and will surely remain a topic of particular interest to a broad set 
of economic agents. The corporate bankruptcy—economic, financial or legal—can result from a diverse set of 
complex causes, both of internal and external nature, that can be attributed, for example to a weak organizational 
structure, the company’s own strategy, technological changes, or to changing economic conditions. 

The development of predictive models for corporate bankruptcy is a strand of research that was driven by the 
seminal work of Beaver (1966) and Altman (1968), and there are an increasing number of researchers who are 
interested in this subject. 

In the past four decades many studies have been published, with methodological refinements that were not 
always accompanied by an improvement in the results obtained. Perhaps that is the reason why in recent years 
the researchers have searched for alternative techniques and tools in order to develop models with greater 
usefulness and accuracy. 

Overall, it seems arguable that the models developed for corporate bankruptcy prediction can be as much as 
useful as helpful for decision making. Therefore, in this paper we propose a model for corporate bankruptcy 
prediction based on survival analysis. Despite being an unusually employed technique in this type of study, it is 
believed that its possibilities seem to be have been still little explored, and therefore we believe this paper can 
offer a significant contribute to the existing research in the bankruptcy prediction field. 

2. The Cox Proportional Hazards Model 

A brief rationale of the Cox proportional hazards model follows, preceded by the description of the survival and 
hazard functions. According to Collet (1994), the current survival time of an individual t can be regarded as the 
realization of a random variable T, which may assume any given non-negative value. Therefore, T indicates the 
time to failure of a firm. T is thus associated with survival time and follows a given probability distribution. 
Being T a continuous probability distribution and assuming f as the underlying probability density function, the 
function of distribution is then given by ܨሺݐሻ ൌ ܲሺܶ ൏ ሻݐ ൌ ׬ ݂ሺݑሻ݀ݑ (1)

which represents the probability of the survival time being inferior to a given value of t. 



www.ccsenet.org/ibr International Business Research Vol. 7, No. 5; 2014 

10 
 

The survivor function S(t), is defined as the probability that a firm will survive longer than t times units, being 
equal or higher than t, and assumes the following notation: 

   								ܵሺݐሻ ൌ ܲሺܶ ൒ ሻݐ ൌ 1 – ሻݐሺܨ (2)

The survival function may therefore represent the probability of the survival time of an individual to exceed a 
given value of t.  

The hazard function describes the evolution over time of the immediate rate of “death” of a firm. To obtain the 
hazard function, we assume the probability that the random variable associated with a survival time T is in 
between t and t+δt subject to a T value greater than or equal to t, which can be shown as 									 ܲሺݐ ൑ ܶ ൏ ݐ ൅ ܶ|ݐߜ ൒ ሻݐ (3)

The hazard function h(t) is then the limit of that probability divided by the interval of time δt, with δt tending to 
zero as we can verify below: limఋ௧→଴ ൝ܲሺݐ ൑ ܶ ൏ ݐ ൅ ܶ│ݐߜ ൒ ݐߜሻݐ ൡ (4)

The hazard )(th  is the probability of failure in the next instant, given that the firm was alive at time t  (Lane 
et al., 1986). 

According to Collet (1994), from this point some useful relationships can be obtained between the survival and 
the hazard functions. 

Considering the Bayes’ theorem, the probability of a given event A, subject to the probability of a given event B, 
is PሺA	|	Bሻ ൌ PሺA ∩ Bሻ|PሺBሻ. Based on this result, the conditional probability of the hazard function in equation 
(4) is: ܲሺݐ ൑ ܶ ൏ ݐ ൅ ሻܲሺܶݐߜ ൒ ሻݐ (5)

which is equal to ܨሺݐ ൅ ሻݐߜ െ ሻݐሻܵሺݐሺܨ (6)

where )(tF  is the distribution function of T. 

Then,  		݄ሺݐሻ ൌ limఋ௧→଴ ቊܨሺݐ ൅ ሻݐߜ െ ݐߜሻݐሺܨ ቋ 1ܵሺݐሻ (7)

being,  limఋ௧→଴ ቊܨሺݐ ൅ ሻݐߜ െ ݐߜሻݐሺܨ ቋ (8)

the definition of the derivative of F , at the moment t , given by f , and therefore ݄ሺݐሻ ൌ݂ሺݐሻܵሺݐሻ (9)

The survival function, )(tS , can be obtained from the following equation: 

 ܵሺݐሻ ൌ ݌ݔ݁ ሼെ ሻሽݐሺܪ (10)

where  

ሻݐሺܪ  ൌ ׬ ݄ሺݑሻ݀ݑ௧଴ (11)

The function )(tH  is called the cumulative hazard function and may be easily obtained from the equation 
ሻݐሺܪ .(10) ൌ െ ሻሽݐሺܵ݃݋݈ (12)

There are two main reasons for modelling survival data. One is to determine which combination of potential 
explanatory variables affects the shape of the hazard function. Another one is to obtain an estimate of the hazard 
function for a particular company. 
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One model that we could apply is the proportional hazard model proposed by Cox (1972), which is also known 
as Cox regression model. 

The definition of the model can be made as follows. Assuming that the hazard of “failure” for a given time 
period depends on the values x1, x2, …, xp of p explanatory variables X1, X2, … Xp, the set of values of 
explanatory variables in proportional hazard model will be represented by the vector x, so x = (x1, x2, …, xp).  
We designate h0(t) as the hazard function of a company for which the values of all variables that make the vector 
x is zero. The function h0(t) is called baseline hazard function. The hazard function for i companies can then be 
written as: 

)()()( 0 thxth ii  (13)

where ψ(xi) is the function of the values of the vector of explanatory variables for i companies. 

The function ψ(xi) can be interpreted as the risk over time t for a company whose vector of explanatory variables 
is xi on the risk for a company whose x=0.  

Since the relative risk ψ(xi) can not be negative it should be written as exp(ηi), where ηi is a linear combination of 
p explanatory variables in xi. Therefore, 

ηi = β1x1i + β2x2i + … + βpxpi (14)

which is equivalent to 

௜ߟ ൌ ෍ߚ௝௣
௝ୀଵ ௝௜ݔ  

 (15)

where β is the vector of coefficients of the x1, x2, …, xp explanatory variables in the model.  

The quantity ηi is called the linear component of the model, also known as risk score or prognostic index for i 
firms. The proportional hazard model can generally be expressed as follows: 

hi(t) = exp(β1x1i + β2x2i + … + βpxpi)h0(t) (16)

3. Survival Analysis in Predicting Business Failure 

From the review literature made, one can conclude that the number of studies using this type of analysis in the 
field of business failure prediction is still very much reduced. Nevertheless, there are a number of significant 
contributions in the literature, namely from Lane et al. (1986), Luoma and Laitinen (1991), Chen and Lee (1993), 
Audretsch and Mahmood (1995), Laitinen (1999), Laitinen and Kankaanpää (1999), Partington et al. (2001), 
Shumway (2001) and Parker et al. (2002). A brief reference to the first two follows, as they are the most cited 
works employing survival analysis in this research field. 

Lane et al. (1986) were the first to employ the Cox model to predict bank failure, using a sample of 130 banks 
that failed between January 1978 and June 1984, and another sample 334 non-failed banks. The survival time for 
each failed bank has been defined as the time (in months) since December 31st, of the year considered for the 
calculation of financial ratios, to the date of bankruptcy. For banks that did not failed, censored survival time was 
defined as the time (in months) since December 31st, of the year considered for the calculation of financial ratios, 
until the 31st December of the year of a paired failed bank. The classification procedure proposed by the authors 
was based in the computation of the probability of a bank to survive more than t months, based on the values of 
financial ratios of the respective bank and t = 12 for the model based on data from a prior year; and t = 24 for the 
model based on data from two years prior to failure. 

Lane et al.’s study results indicated that the overall accuracy of the Cox model was similar to the one obtained by 
using the discriminant analysis, being, however, the type I error lower in the Cox model.  

Luoma and Laitinen (1991) have also applied the survival analysis in predicting business failure. These authors 
used a sample of 36 failed companies (24 from industrials and 12 retailing firms) each paired with a not failed 
company belonging to the same business and of similar size. The results were compared with models developed 
from discriminant analysis and logistic regression. The percentage of correct classifications was 61.8%, 70.6%, 
and 72.1%, for survival analysis, discriminant analysis and logistic regression, respectively. The authors 
explained the lower accuracy of the model based on survival analysis with the different failure processes found 
in the data. 
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4. The Proposal of a Predictive Model 

Taking into consideration the models offered in the literature, but also by employing a specific set of variables 
that we find appropriate to test using a survival function, follows here our proposal of a predictive model of 
corporate failure. 

4.1 The Variables Used 

In this paper, several economic and financial indicators were used to construct a set of independent variables. 
Similarly to the procedure used in diverse studies devoted to predicting business failure, the selection of the 
independent variables was based on its popularity, measured by its use in previous studies. 

The Table 1 lists the 28 selected indicators that were collected from the balance sheet and from the income 
statement of the companies included in the sample. 

 

Table 1. Independent variables 

 Ratio 

X1 (Current assets - Current liabilities) / Total liabilities 

X2 Current assets / Current liabilities 

X3 Current assets / Total liabilities 

X4 Equity / Assets 

X5 Equity / Total liabilities 

X6 Cash-flow / Current liabilities 

X7 Cash-flow / Total liabilities 

X8 Financing charge / Operating gains 

X9 Financing charge / Operating profit (or loss) 

X10 Inventory / Total assets 

X11 Inventory / Sales 

X12 Working capital / Total assets 

X13 Operating gains / Current assets 

X14 Operating gains / Total assets 

X15 Operating gains / Operating costs 

X16 Operating gains / Fixed assets 

X17 (Net profit before tax + Depreciation expense + provisions)/ Financing charge 

X18 (Net profit before tax + Financing charge) / Sales 

X19 Net profit before tax /( Net profit before tax + Financing charge) 

X20 (Reserves + Retained earnings) / Total liabilities 

X21 Net profit / Total assets 

X22 Net profit / Total liabilities 

X23 Net profit / Operating gains 

X24 Net profit / Sales 

X25 Operating profit (or loss)/ Total assets 

X26 Operating profit (or loss)/ Financing charge 

X27 Sales / Total assets 

X28 Sales / Inventory 
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4.2 The Companies’ Sample 

In order to adjust the model, it was necessary to obtain a sample of companies where the event of interest 
occurred, this is, where there was a closure of activity. 

Based on the information provided by insolvency administrators it was possible to obtain a sample of 11 
companies, whose survival times were known and that are classified as belonging to the group of failed 
companies (Note 1). 

Concurrently, we obtained a sample of 16 companies that did not fail, i.e., with survival times censored. 

All companies belong to the textile industry and the information needed was collected from the balance sheets 
and income statements of three consecutive financial years, comprising the time periods from 2003 to 2007. 

Taking into consideration the survival times, it was possible to split each company into 3 sets of observations, 
which resulted in a group of failed companies with 33 observations, and a group of companies that did not fail 
with 48 observations (Note 2). To illustrate this situation, one can consider the data from a company that was 
active until six months after the latest year for which we have data records. Since we collected data for 3 
consecutive years, it is possible to have data for 6, 18 and 30 months prior to the time of business closure. This 
procedure was repeated for all 27 companies in the sample.  

The selection method of the explanatory variables followed Collett (1994) procedure, and the testing was 
performed using SPSS software, version 20.0. 

The explanatory variables that contributed significantly to the reduction of statistics െ2݈ܮ݃݋෠, are shown below, 
in Table 2. 

 

Table 2. Variables in the equation 

 B SE Wald df Sig. Exp(B) 

X1 1.805 .746 5.862 1 .015 6.082 

X2 -1.867 .867 4.633 1 .031 .155 

X6 -7.156 1.618 19.555 1 .000 .001 

 

While the variable X1 represents (Current assets-Current liabilities) / Total liabilities, the variable X2 refers to 
Current assets / Current liabilities, and the variable X6 represents Cash-flow / Current liabilities. The value of 
the last column [Exp(B)] exhibits the risk, relatively to a basic function, for each variation of one unit of the 
respective explanatory variable.  

In Table 3 we can observe the survival time and the model’s values for the explanatory variables for each of the 
companies that compose the testing sample. In the last column is shown the risk of each company, which was 
calculated using the equation 14. 

 

Table 3. Testing sample 

Company Situation Time X1 X2 X6 Risk 

1 0 4 -0.61948 0.38052 -0.87254 82.70518 

2 0 5 -0.20837 0.78077 -0.22119 0.77805 

3 0 6 -0.31664 0.40207 -0.36118 3.53403 

4 0 6 -0.46838 0.48075 -0.61082 13.84707 

5 0 8 -0.15987 0.82766 -0.06228 0.24953 

6 0 10 0.12060 1.13312 -0.17852 0.53775 

7 1 12 -0.28466 0.67044 0.34298 0.01470 

8 1 12 0.52100 2.07373 0.20308 0.01247 

9 1 12 0.51482 1.77618 0.15123 0.03115 

10 1 12 1.07682 2.73029 0.19033 0.01094 
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11 1 12 0.07541 1.07835 0.08336 0.08428 

12 1 12 -0.07891 0.90093 0.04924 0.11340 

13 1 12 0.09852 1.11458 0.20398 0.03464 

14 1 12 0.80000 3.31452 0.19686 0.00213 

15 0 16 0.80897 0.94397 0.03049 0.59429 

16 0 16 1.19072 0.99798 0.18256 0.36047 

17 0 17 0.74808 0.76749 0.26057 0.14266 

18 0 18 0.51844 0.84340 0.09607 0.26545 

19 0 18 0.33960 0.25295 0.19905 0.27701 

20 0 20 0.85189 0.93968 0.04273 0.59303 

21 0 22 0.65131 0.99407 0.25377 0.08239 

22 1 24 0.98048 0.41821 0.29538 0.32473 

23 1 24 0.40468 0.81659 0.60438 0.00598 

24 1 24 1.07032 0.78585 0.61841 0.01905 

25 1 24 0.87940 0.33851 1.26422 0.00031 

26 1 24 0.60878 0.49535 0.34722 0.09919 

27 1 24 0.76868 0.81646 0.10802 0.40260 

28 1 24 0.25309 0.32209 0.62718 0.00973 

29 1 24 0.35730 0.50484 0.16665 0.22535 

30 0 28 0.13226 1.13257 0.03810 0.11667 

31 0 29 0.15614 1.16105 0.01083 0.14038 

32 0 30 -0.25155 0.73645 -0.06660 0.25862 

33 0 30 0.09215 1.09250 0.54908 0.00302 

34 0 32 -0.81786 0.13472 0.14592 0.06254 

35 0 32 -0.24989 0.74046 0.09823 0.07915 

36 0 34 0.06964 1.06979 0.02211 0.13136 

37 1 36 0.50162 2.11223 0.29432 0.00583 

38 1 36 0.07595 1.15256 0.31085 0.01442 

39 1 36 -0.40929 0.54350 0.31400 0.01831 

40 1 36 0.94155 3.56136 0.91014 0.00001 

41 1 36 0.21450 1.22805 0.19122 0.03786 

42 1 36 1.12514 3.21739 0.35922 0.00144 

43 1 36 0.14685 1.18584 0.16325 0.04428 

44 1 36 0.06385 1.07640 0.06392 0.09520 

 

We can observe that the model shows the largest discrepancies between risk and the survival time mostly on 
companies 2, 12, 22, 27 and 33. However, this conclusion should be complemented with an analysis of the 
survival function for each of the respective companies, as examined later. Overall, the model exhibits good 
results for the remaining companies and displays conformity between risk and survival time. 

The verification sample was composed by all those observations that were not considered to fit the model, 
consisting of 13 observations where the event of interest took place and 24 censored observations, as we can 
observe in Table 4. 
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Table 4. Holdout sample 

Company Situation Time X1 X2 X6 Risk 

45 0 4 -0.27454 0.71665 -0.29439 1.31407 

46 0 6 -0.09428 0.90038 -0.08949 0.29795 

47 0 8 -0.86547 0.10547 0.00137 0.17053 

48 0 8 0.06802 1.07225 0.07906 0.08674 

49 0 10 0.23840 1.42680 0.07273 0.06368 

50 1 12 0.11233 1.30673 0.25662 0.01702 

51 1 12 0.53125 1.65958 0.11358 0.05222 

52 1 12 0.57754 1.72538 0.14976 0.03875 

53 1 12 -0.36670 0.59233 0.21550 0.03652 

54 1 12 -0.29508 0.69504 0.15312 0.05361 

55 1 12 0.03302 1.03579 0.05312 0.10494 

56 1 12 -0.13241 0.80912 0.10607 0.08138 

57 1 12 -0.20173 0.67804 0.08372 0.10762 

58 0 18 0.02989 0.60819 0.96647 0.00034 

59 0 20 0.14650 0.14000 0.15663 0.32701 

60 0 20 0.43772 0.78519 0.07147 0.30503 

61 0 22 0.58789 0.42360 0.91053 0.00194 

62 1 24 0.62066 0.39983 0.52271 0.03450 

63 1 24 0.46111 0.25576 0.77421 0.00560 

64 1 24 3.32216 0.49713 1.17002 0.03673 

65 1 24 1.27571 0.77641 0.61961 0.02785 

66 1 24 1.57150 0.96100 0.62880 0.03151 

67 1 24 0.89665 0.37292 1.37493 0.00013 

68 1 24 0.43175 0.62457 0.18351 0.18269 

69 1 24 0.96878 0.64580 0.52832 0.03925 

70 0 28 0.02968 1.03070 0.03093 0.12343 

71 0 30 -0.37911 0.54029 0.30005 0.02149 

72 0 32 -0.00527 0.99455 0.02912 0.12559 

73 0 34 0.50162 2.11223 0.29432 0.00583 

74 1 36 0.07437 1.19419 0.14628 0.04319 

75 1 36 0.44747 1.50455 0.14353 0.04839 

76 1 36 0.23732 1.24454 0.26740 0.02218 

77 1 36 -0.04865 0.93698 0.31367 0.01688 

78 1 36 -0.32416 0.66292 0.07682 0.09324 

79 1 36 -0.04977 0.94825 0.03790 0.11866 

80 1 36 -0.32523 0.53938 0.07452 0.11915 

81 1 36 -0.07776 0.88915 0.05325 0.11288 

 

By observing the last column which, as mentioned before, indicates the risk of each company, we can verify that 
the model misclassified the observation 58 by attributing it an almost zero risk, when it is known that it would 
became out of business a year and a half later. In addition to the company 58, we can see that the model shows 



www.ccsenet.org/ibr International Business Research Vol. 7, No. 5; 2014 

16 
 

the largest discrepancies between risk and their survival times primarily in companies 55, 57, 68 and 73. Apart 
these companies, we can conclude that, in general, the model shows a significant correlation between relative 
risk and survival time for the observations of the verification sample. 

4.3 Survival Algorithm 

In Table 5 are shown the values of the survival function relatively to the average of the variables’ values. 
Together with the algorithm 1, shown in appendices, it is possible to calculate the values of the survival function 
for a given company at each moment of time available, providing an image preview of its behaviour over that 
period. 

 

Table 5. Survival function table 

Time Baseline 

Cum Hazard 

At mean of covariates 

Survival SE Cum Hazard 

4 .018 .999 .001 .001 

5 .061 .996 .004 .004 

6 .236 .985 .010 .015 

8 .421 .973 .017 .027 

10 .622 .960 .023 .041 

16 1.133 .929 .037 .074 

17 1.428 .911 .044 .093 

18 2.087 .873 .058 .136 

20 2.493 .850 .065 .162 

22 2.961 .825 .074 .193 

28 4.014 .770 .087 .261 

29 5.233 .711 .100 .341 

30 8.549 .573 .117 .557 

32 13.361 .419 .125 .870 

34 16.959 .331 .119 1.104 

 

The operation of the algorithm used in this paper is very simple. After starting the program Matlab, it is only 
needed to enter the function name and to input the value of the indicators as prompted. To get an idea of the 
outcome of the algorithm, we use two companies as illustration. The Company 3, whose data is for the six 
months before the close of the business activity, and Company 42 with censored data relating to 36 months 
before the end of the study. 
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Algorithm 1. Values of the survival function 

function surviv 

 

te=[4,5,6,8,10,16,17,18,20,22,28,29,30,32,34]; 

  

b1=1.805; 

b2=-1.867; 

b6=-7.156; 

  

  

H0=[0.018,0.061,0.236,0.421,0.622,1.133,1.428,2.087,2.493, 

2.961,4.014,5.233,8.549,13.361,16.959]; 

  

x1=input('Independent variable x1? '); 

x2=input('Independent variable x2? '); 

x6=input('Independent variable x6? '); 

  

es=exp(b1*x1+b2*x2+b6*x6); 

  

H=es*H0; 

  

S=exp(-H); 

  

  

for k=1:size(te,2) 

fprintf('Value of survival function for %g months = %g\n',te(k),S(k)); 

end 

  

plot(te,S); 

 
 

The output of algorithm 1 begins by showing us the value of the survival function for each of the periods 
referred to (in months), and it appears in the first column of the survival tables, more precisely in Table 6 for 
Company 3, and in Table 7 for Company 42. The information is complemented with the corresponding graphic 
of the survival function, in Figures 1 and 2, for companies 3 and 42, respectively. 

 

Table 6. Values of survival function for company 3 

Values of survival function for each month 

Value of survival function for 4 months = 0.938371 

Value of survival function for 5 months = 0.806083 

Value of survival function for 6 months = 0.434308 

Value of survival function for 8 months = 0.225875 

Value of survival function for 10 months = 0.111015 
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Value of survival function for 16 months = 0.018244 

Value of survival function for 17 months = 0.00643232 

Value of survival function for 18 months = 0.000626561 

Value of survival function for 20 months = 0.000149229 

Value of survival function for 22 months = 2.85487e-005 

Value of survival function for 28 months = 6.91015e-007 

Value of survival function for 29 months = 9.30292e-009 

Value of survival function for 30 months = 7.57472e-014 

Value of survival function for 32 months = 3.11974e-021 

Value of survival function for 34 months = 9.37701e-027 

 

 
Figure 1. Plot of the survival function for company 3 

 

Table 7. Values of survival function for company 42 

Values of survival function for each month 

Value of survival function for 4 months = 0.999974 

Value of survival function for 5 months = 0.999912 

Value of survival function for 6 months = 0.999661 

Value of survival function for 8 months = 0.999396 

Value of survival function for 10 months = 0.999108 

Value of survival function for 16 months = 0.998375 

Value of survival function for 17 months = 0.997953 

Value of survival function for 18 months = 0.99701 

Value of survival function for 20 months = 0.996429 

Value of survival function for 22 months = 0.99576 

Value of survival function for 28 months = 0.994256 

Value of survival function for 29 months = 0.992519 

Value of survival function for 30 months = 0.987807 

Value of survival function for 32 months = 0.981009 

Value of survival function for 34 months = 0.975957 
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Figure 2. Plot of the survival function for company 42 

 
As shown by the values of the survival function for company 3, the probability to survive two more months than 
the effective period of 6 months is only 22.5%, a condition that is easily noticeable in the respective plot, shown 
in Figure 1, which signals a steep drop after 5 months. 

Concerning company 42, the probability of surviving beyond 4 months is about 99.99% and the probability of 
being in business for 34 months is almost equal to the percentage mentioned before, with a small decrease of 
about 2% only. 

In order to calculate the errors’ percentages and the accuracy of the classification of the companies’ samples used 
in the estimation and validation, it was used a cut-off point of 0.5, i.e., we consider a correct prediction when the 
likelihood of a company to survive is greater than 0.5, at least as much as the time period associated to it. 

Of the 65 observations sample, the estimation model misclassified 9 observations. In 4 of which we verified that 
the actual survival time was less than expected (type I error), and in 5 cases the actual survival time was higher 
than expected (type II error). Based on these results the type I error was 6.15% and type II error was 7.69%. 

When compared with the validation sample, which was comprised by 55 observations, the model exhibited a 
similar behaviour, and the actual survival time of 4 cases was lower than expected (7.27%). Conversely, in 7 
cases the actual survival time was higher than expected (12.73%). 

5. Conclusions 

The model developed in this paper employs survival time, or the hazard rate, as the dependent variable and 
assumes that failed and not failed companies come from the same population, considering the second ones as 
censored observations. 

The main advantage of the model used relies on the additional information it provides. With this approach we get 
a different perspective, since the survival curve of analysis of a particular company allow us knowing the 
likelihood of a company survival beyond a given time period and hence the risk of falling into bankruptcy. 

However, similarly to what happens with other methods, the accuracy of the model developed in this paper 
depends utterly on the quality of the data which supports the basis for its modelling. 

This model relies on the proportionality of risks, which in reality may not be always the case. Another relevant 
limitation is the difficulty of obtaining the survival times, i.e., the time when the phenomenon that is being 
analysed occurs. 

Based on the results obtained from the sample used, it seems to us that this method offers good perspectives 
when used for the development of forecasting models in the bankruptcy research field. We are convinced that 
using a more significant sample of firms, including audited accounts and also incorporating qualitative variables, 
it may be possible to develop a model with a higher predictive power, which may be of great usefulness for 
decision-making.  
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Notes 

Note 1. The survival times for the companies are as follows: 2 companies with 4 months, 1 company with 5 
months, 3 companies with 6 months, 3 companies with 8 months and 2 companies with 10 months. 

Note 2. Each observation is regarded as a company. 
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