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Abstract

Accurate modelling of flood flow hydrographs in ungauged catchments is a challenging task due to large errors in the estimation of its response time using existing empirical equations. The time of concentration ($T_c$) is a key catchment response time parameter needed for forecasting of the peak discharge rate and the timing of the flood event. At least eight different definitions have been presented in the literature for the time of concentration. In this study, a new definition of “Reference $T_c$” is presented along with a practical procedure for its estimation using readily available basin catchment characteristic parameters with the aim of standardizing this key parameter for practitioners. Nine different empirical models were calibrated and tested on nine catchments of the Credit River watershed, Ontario, Canada to determine which method would provide the most accurate prediction of the Reference $T_c$. The NRCS velocity method (1986) proved once again to be the most reliable and an accurate method. This study shows that the main reason for the higher accuracy of the NRCS velocity method predictions compared to the empirical equations is attributed to the inclusion of the Manning's roughness coefficient.
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1. Introduction

A fundamental part of the development of a flood risk maps in ungauged catchments is the use of synthetic unit hydrographs (Atieh et al., 2017). Synthetic unit hydrographs have typically been used to develop stream flow hydrographs for a catchment. Examples of synthetic unit hydrographs include SCS (USDA, 1985), Williams and Haan (1973), or Clark (1945) unit hydrographs. All three of these unit hydrograph methods (as well as most others) require the estimation of the time of concentration ($T_c$). Fang et al. (2008) showed that 75% of the total error in estimating the peak flood flows and water levels could be attributed to errors in the estimation of $T_c$. Because of the importance of $T_c$, different definitions, estimation procedures and empirical equations have been developed over the years to more accurately estimate $T_c$.

The time of concentration ($T_c$) has been defined as (i) the time from the end of rainfall excess to the inflection point on the total storm hydrograph; (ii) the time from the centre of mass of rainfall excess to the centre of mass of direct runoff; (iii) the time from the maximum rainfall intensity to the time of the peak discharge; (iv) the time from the centre of mass of rainfall excess to the time of the peak of direct runoff; (v) the time from the centre of mass of rainfall excess to the time of the peak of total runoff; (vi) the time from the start of the total runoff to the time of the peak discharge of the total runoff; (vii) the time that a drop of rainwater takes to arrive at the basin outlet section starting from the most hydraulically distant point of the basin; and (viii) the time from the end of rainfall excess to the time of the end of direct runoff (Kirpich 1940; Bell and Kar, 1969; NRCS, 1972; McCuen et al., 1984; Garg, 2001; Grimaldi et al., 2013a,b; Seyam and Othman, 2014; Liu et al., 2015; Disley et al., 2015; Ayalew et al., 2015; Petroselli and Grimaldi, 2015; Nardi, 2015; Gazendam et al., 2017). The definition of the time of concentration we will be referring to in this paper as the “Reference $T_c$” is definition vii, the time that a drop of rainwater takes to arrive at the basin outlet section starting from the most hydraulically distant point of the basin. This definition is reflective of the hydraulic and physical characteristics of the time of concentration and is,
therefore, more representative of what $T_c$ truly is, as opposed to the other definitions, which refer to $T_c$ as a characteristic or component of the total hydrograph.

The value of $T_c$ can be estimated using hydrometric data. However, measured stream flow or precipitation data for a particular point in a catchment for analysis is rarely available. Therefore, for ungauged catchments, in order to estimate $T_c$, equations relating $T_c$ to the physical characteristics of the catchment have been used. Since the 1920s many researchers have developed empirical equations for predicting $T_c$ for ungauged catchments of varying size and physiography including: Williams (1922), Kirpich (1940), Chow (1962), Kennedy and Watt (1967), Williams (1968), Watt and Chow (1985), NRCS velocity method (1986) and Haktanir and Sezen (1990). With the exception of the NRCS velocity method, these equations were developed using regression analysis, with input parameters as watershed and channel parameters, which include watershed drainage area, channel length, watershed or channel slope, and watershed shape parameters. The equations are listed in Table 1 for System International (SI) units.

Table 1. Empirical equations and models for estimating time of concentration ($T_c$) in hours (h)

<table>
<thead>
<tr>
<th>Author</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Williams (1922)</td>
<td>$T_c = 0.272 \cdot \left( \frac{L_c \cdot A}{D \cdot S_c^{0.25}} \right)^{0.4}$</td>
</tr>
<tr>
<td>Kirpich (1940)</td>
<td>$T_c = 0.066 \cdot \left( \frac{L_c}{\sqrt{S_c}} \right)^{0.77}$</td>
</tr>
<tr>
<td>Chow (1962)</td>
<td>$T_c = 0.000003035 \cdot \left( \frac{L_c}{\sqrt{S_c}} \right)^{0.64}$</td>
</tr>
<tr>
<td>Kennedy and Watt (1967)</td>
<td>$T_c = 0.397 \cdot \left( \frac{L_c}{\sqrt{S_c}} \right)^{0.75} ST^{1.3}$</td>
</tr>
<tr>
<td>Watt and Chow (1985)</td>
<td>$T_c = 0.0014 \cdot \left( \frac{L_c}{\sqrt{S_c}} \right)^{0.79}$</td>
</tr>
<tr>
<td>NRCS Velocity Method (1986)</td>
<td>$T_c = T_{\text{sheet}} + T_{\text{shallow}} + T_{\text{channel}}$ ; $T_{\text{sheet}} = \frac{0.0018L_{\text{sheet}}^{0.6} \cdot A^{0.6}}{D^{0.6} \cdot S_c}$ ; $T_{\text{shallow}} = \frac{L_{\text{shallow}}}{3.6C \sqrt{S_w}}$ ; $T_{\text{channel}} = \frac{0.44L_c \cdot A^{0.75}}{D^{0.6} \cdot S_c^{0.25}}$</td>
</tr>
<tr>
<td>Haktanir and Sezen (1990)</td>
<td>$T_c = 0.734 \cdot L_c^{0.841}$</td>
</tr>
<tr>
<td>Arizona DOT (1993)</td>
<td>$T_c = 0.00031 \cdot A^{0.1} \cdot L_c^{0.25} \cdot \frac{10.25}{S_c^{0.25}}$</td>
</tr>
<tr>
<td>Sharifi and Razaz (2014)</td>
<td>$T_c = 0.39 \sqrt{A} + DD^2$</td>
</tr>
</tbody>
</table>

Note: For SI units, main channel length $L_c$, basin equivalent diameter $D$, length of sheet flow $L_{\text{sheet}}$, length of shallow concentrated flow $L_{\text{shallow}}$, length of the basin along the main channel from the hydraulically most distant point to the outlet $L$, and length measured from the concentration point along $L$ to a point on $L$ that is perpendicular to the basin centroid $L_{ca}$, and drainage density $DD$ are in km, area $A$ is in km$^2$, and $S_c$ main channel slope and $S_w$ basin slope are in m/m and $C$ is equal to 4.918 for unpaved areas and 6.196 for paved areas.

Williams (1922) developed an equation to estimate $T_c$ (Table 1) based on a study on flood discharge in India. The parameters within Williams’ equation include the drainage area of the basin ($A$), the equivalent diameter ($D$) of a circular basin with the same drainage area, the main channel length ($L_c$) and the main channel slope ($S_c$). Williams’ equation is typically applied to watersheds with drainage areas less than 129.5 km$^2$ (Fang et al., 2008).
Kirpich (1940) developed an equation to estimate $T_c$ (h) for small mountainous watersheds in Tennessee. The parameters within Kirpich’s equation include the main channel length ($L_c$) and the main channel slope ($S_c$). The watersheds used in Kirpich’s study ranged in size from 0.004 to 0.45 km$^2$, with slopes from 3-12%. McCuen et al. (1984) commented on how Kirpich’s equation had the smallest amount of bias for watersheds with significant channel flow. In addition, Fang et al., 2008 showed Kirpich’s equation to provide reliable estimates of $T_c$.

Chow (1962) developed an equation to estimate $T_c$ (h) based on data from 20 basins in Illinois, Ohio, Missouri, Wisconsin, Indiana, Iowa and Nebraska with drainage areas ranging from 0.012-18.5 km$^2$. The parameters within Chow’s equation include the main channel length ($L_c$) and the main channel slope ($S_c$). Chow’s equation is similar in form to Kirpich’s equation. However, Chow’s equation has not been utilized as widely as Kirpich’s equation, even though it is based on data from basins with a wider range of drainage areas and in different regions.

Kennedy and Watt (1967) developed a prediction equation for $T_c$ (h) using data from 12 gauged basins in Southern Ontario Canada. Their equation is relevant to this study because it is based on a sample of drainage areas that are much larger (58.8-202 km$^2$) than those of the previous studies described above and are located in Canada. The parameters included in this equation are the main channel length ($L_c$), main channel slope ($S_c$) and the storage factor ($ST$). The $ST$ parameter is defined as $[1 + A_S/A]$, where $A_s$ is the surface area of wetlands, lakes, and ponds on the upper two thirds of the drainage basin and $A$ is the drainage area of the basin. With the exception of the storage parameter $ST$, the equation is similar in form to Kirpich’s and Chow’s equation.

Watt and Chow (1985) developed an equation to estimate $T_c$ that was based on basin data derived from previous studies including Kirpich (1940), Chow (1962), Kennedy and Watt (1967) and basins from Quebec. The collected data cover a wide range of basin size, from 0.5 ha to 5840 km$^2$, and the basins are located across North America from the mid-west United States to Quebec in Canada. The channel length varies from 100 m to 200 km$^2$ and the channel slope from 0.001 to 0.09 m/m. The equation is similar in form to the previous 3 equations.

Time of concentration estimated using the NRCS velocity method (1986) is based on the sum of the travel time ($T_t$) values for the various consecutive flow segments including sheet flow ($T_{sheet}$), shallow concentrated flow ($T_{shallow}$) and channel flow ($T_{channel}$). The travel time is the ratio of the flow length to flow velocity ($T = L/3600V$), where $L$ is the flow length (m), $V$ is the velocity (m/s), and $3600$ is a conversion factor from seconds to hours. The velocities ($V$) for the sheet flow and channel flow were derived using Manning’s equation. The procedure for deriving the sheet flow velocity and channel flow velocity is illustrated in TR-406 Soil Water Assessment Tool Theoretical Documentation Version 2009 by Neitsch et al., 2011. The same procedure was applied here to derive the equations for sheet flow and channel flow travel times. In the equations for computing the travel time for sheet flow ($T_{sheet}$) and channel flow ($T_{channel}$) the parameter $i$ refers to the 2 years, 24-hour rainfall duration which is selected from the intensity duration frequency (IDF) curve for the region. Typically after 100 ft. (~30 m), sheet flow usually becomes a shallow concentrated flow. The average velocity for shallow concentrated flow can be determined using the equations stipulated within NRCS Urban Hydrology for Small Watersheds v 2.1, 1986 for both unpaved ($V = 4.918\sqrt{S_c}$) and paved ($V = 6.196\sqrt{S_c}$) areas. Where $V$ is the velocity in (m/s), and $S_c$ is the average slope of the basin (m/m).

Haktanir and Sezen (1990) developed two-parameter gamma and three-parameter beta distributions as synthetic unit hydrographs for ten watersheds in Anatolia, Turkey. Regression analyses for peak discharge and NRCS lag time of ten observed unit hydrographs were performed to develop the regression equation. $T_c$ is computed from basin lag time based on the NRCS relationship $T_c = 0.6T_c$ (NRCS 1972, 1986). The Haktanir and Sezen method only include the main channel length ($L_c$) as an input parameter. Fang et al., 2008 showed the Haktanir and Sezen equation to provide reliable estimates of $T_c$.

The Arizona DOT method (1993) is based on a modified version of the FAA method (1970). Where $L$ is the length of the basin along the main channel from the hydraulically most distant point to the outlet (longest flow path); $L_{ca}$ is the length measured from the concentration point along $L$ to a point on $L$ that is perpendicular to the centroid of the basin (longest flow path to the centroid of the basin); and $S_a$ is the average slope of the basin. This equation is typically applied to agricultural watersheds.

Sharifi and Razaz (2014) used GIS and genetic programming to derive a series of equations for estimating the $T_c$. The equations were derived using data from 72 basins and sub-basins of different sizes and characteristics in the Khorasan Razavi province of Iran. The drainage areas for these basins ranged from 18.8-376.7 km$^2$, and their flow lengths ranged from 11.6-35.3 km. A comparison among the highest ranked expressions revealed that the equation listed in Table 1 was the simplest and most suitable equation for estimating $T_c$ in the study region. The inputs to this equation are the drainage area of the basin ($A$) and the drainage density of the basin ($DD = \text{channel length/drainage area}$).
However, the most popular approach for determining $T_c$ is the NRCS velocity method. Past experience and previous studies have shown that the NRCS velocity method is considered to be the most accurate method for estimating $T_c$ for both rural and urban catchments (McCuen et al., 1984; Fang et al., 2008; Sharifi and Hosseini, 2011; Perdikaris et al., 2011 & 2018). This is primarily due to the fact that the velocity method is based on hydraulic principles, and as a result is more reliable than purely empirical equations.

Key variables among the equations listed in Table 1 are the main channel length ($L_c$), the main channel slope ($S_c$) and the drainage area ($A$). Other variables include the longest flow path ($L$), longest flow path to the centroid of the basin ($L_{ca}$), average basin slope ($S_w$), drainage density ($DD$) and Manning’s “$n$.” Manning’s roughness coefficient ($n$) is used in the NRCS velocity method because Manning’s equation is used to estimate runoff velocity. All of the above variables can be easily measured using manual methods from hard copy paper topographic maps or use automated methods from GIS. Although, these equations include the same key variables, their predictions of $T_c$ vary considerably. Fang et al. 2008 showed that averages in relative differences in $T_c$ estimated using different empirical equations with the same set of basin parameters range from -38 to 207%. In addition, all of the equations have shortcomings with respect to the inadequate representation of physical data and the presence of large prediction errors. Fang et al., 2008 reported that differences in estimating $T_c$, based on the method used to collect basin parameters were minor sources of error, in relation to other uncertainties inherent in time parameter estimation. Compared with actual stream measurements, all of the equations yielded significant errors in the prediction of $T_c$ (Kibler and Aron, 1983; Goitom, 1989; McCuen et al, 1984; Sharifi and Hosseini, 2011; Gericke and Smithers, 2013; Perdikaris, 2013; Grimaldi et al., 2013a, b; Seyam and Othman, 2014; Ayalew et al., 2015; Petroselli and Grimaldi, 2015; Nardi, 2015). Therefore, a more reliable approach is required for predicting $T_c$.

1.1 Objectives

The main objective of this study is to present “Reference $T_c$” as a new definition along with a practical procedure for its estimation using readily available basin catchment characteristic parameters to standardize this key parameter for practitioners. In this study “Reference $T_c$” refers to the time that a drop of rainwater takes to arrive at the basin outlet section starting from the most hydraulically distant point of the basin. The path the water travels along is referred to as the longest flow path, and it is typically subdivided into 3 separate flow segments sheet flow, shallow concentrated flow, and channel flow. Nine different empirical models were tested on nine sub-basins of the Credit River in Southern Ontario, Canada to determine which method would provide the most accurate estimation of the reference

2. Method

In this section, the methodology for obtaining the reference time of concentration values using a combination of hydraulic information and Geographic information System (GIS) data is presented. This is followed by a discussion on the methodology used to evaluate and compare the different methods. In total, 9 sub-basins of the Credit River were used to undertake the comparative analysis of the equations.

2.1 Reference Time of Concentration

The Ontario Flow Assessment Technique (OFAT) data model version III (MNR 2001; Chang et al., 2002) was used to calculate the reference time of concentration values for the Credit River watershed. Using GIS tools, the OFAT data model has the ability to process spatial data and automatically calculate basin parameters such as main channel length and slope, improving the speed and accuracy of the travel times computed (Green and Nelson, 2002; Sharifi and Hosseini, 2011). To compute the reference $T_c$ values for the sub-basins of the Credit River, the following steps were performed:

1. The flow path network is derived by the OFAT model by following the path of steepest descent across the basin. Elevation data is available in the OFAT data model as a 10-m digital elevation model (DEM).
2. Water Survey of Canada (WSC) stream flow gauging stations were selected as outlet points along the flow network, the location of the WSC stream flow gauging stations and their associated flow paths are illustrated in Figure 1.
The longest flow path ($L$), the main channel length ($L_c$), average basin slope ($S_b$), average main channel slope ($S_c$), drainage area ($A$), drainage density ($DD$) were calculated by the OFAT model for each outlet point (Table 2). In addition, the percentage of upstream wetlands, ponds, and lakes ($A_s/A \times 100$) was calculated by the OFAT model for each outlet point. This value was then used to calculate the storage ($ST$) value for each outlet point $ST = [1 + 20\times(A_s/A)]$ (Table 2). Average Manning’s “n” values were calculated
for each outlet point using Manning’s formula and the measured velocity data, water levels, wetted top widths, wetted cross-sectional areas, and wetted cross-sectional perimeters for each WSC gauging station.

Table 2. Physical parameters for the basins along the Credit River watershed

<table>
<thead>
<tr>
<th>Gauge Location</th>
<th>WSC Station ID</th>
<th>Longest Flow Path L (km)</th>
<th>Main Channel Length Lc (km)</th>
<th>Main Channel Slope Sc (m/km)</th>
<th>Average Basin Slope Sw (m/m)</th>
<th>Drainage Area A (km²)</th>
<th>Drainage Density DD (km)</th>
<th>Storage ST</th>
<th>Manning’s n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credit River at Orangeville</td>
<td>02HB013</td>
<td>16.18</td>
<td>14.53</td>
<td>2.90</td>
<td>0.0300</td>
<td>58.98</td>
<td>0.274</td>
<td>1.623</td>
<td>0.043</td>
</tr>
<tr>
<td>Credit River at Cataract</td>
<td>02HB001</td>
<td>24.20</td>
<td>22.56</td>
<td>2.70</td>
<td>0.0289</td>
<td>208.0</td>
<td>0.116</td>
<td>1.352</td>
<td>0.048</td>
</tr>
<tr>
<td>Credit River at Boston Mills</td>
<td>02HB018</td>
<td>41.36</td>
<td>39.49</td>
<td>5.64</td>
<td>0.0348</td>
<td>406.2</td>
<td>0.102</td>
<td>1.225</td>
<td>0.023</td>
</tr>
<tr>
<td>Credit River at Norval</td>
<td>02HB025</td>
<td>64.72</td>
<td>62.85</td>
<td>4.58</td>
<td>0.0324</td>
<td>640.8</td>
<td>0.101</td>
<td>1.164</td>
<td>0.031</td>
</tr>
<tr>
<td>Credit River at Erindale</td>
<td>02HB002</td>
<td>91.51</td>
<td>89.64</td>
<td>4.27</td>
<td>0.0288</td>
<td>823.2</td>
<td>0.111</td>
<td>1.144</td>
<td>0.030</td>
</tr>
<tr>
<td>Credit River at Erin</td>
<td>02HB020</td>
<td>10.40</td>
<td>10.40</td>
<td>6.34</td>
<td>0.0614</td>
<td>37.20</td>
<td>0.280</td>
<td>1.171</td>
<td>0.028</td>
</tr>
<tr>
<td>Credit River at Alton</td>
<td>02HB019</td>
<td>14.98</td>
<td>12.85</td>
<td>4.04</td>
<td>0.0316</td>
<td>59.50</td>
<td>0.252</td>
<td>1.186</td>
<td>0.048</td>
</tr>
<tr>
<td>Black Creek below Acton</td>
<td>02HB024</td>
<td>10.73</td>
<td>8.277</td>
<td>5.63</td>
<td>0.0218</td>
<td>21.72</td>
<td>0.494</td>
<td>1.256</td>
<td>0.038</td>
</tr>
<tr>
<td>West Branch at Norval</td>
<td>02HB008</td>
<td>30.45</td>
<td>28.74</td>
<td>7.54</td>
<td>0.0256</td>
<td>134.0</td>
<td>0.227</td>
<td>1.058</td>
<td>0.021</td>
</tr>
</tbody>
</table>

4. The longest flow path was divided into two flow segments shallow concentrated flow and channel flow.
5. The velocity for shallow concentrated flow is a function of the slope and the channel conveyance. The velocity for shallow concentrated flow is equal to $6.196 \times S^{0.5}$ m/s for paved areas and $4.918 \times S^{0.5}$ m/s for unpaved areas (NRCS, 1986). The travel time for the shallow concentrated flow was determined by dividing the shallow concentrated flow length by the shallow concentrated flow velocity. The shallow concentrated flow length was calculated by subtracting the $L_c$ from $L$.
6. The bank full stream flow rate was determined by calculating the 2-year return period flow rate at each stream flow gauge and dividing it by 1.16. The value of 1.16 was determined by analyzing stream flow rates and bank full discharge rates recorded at stream flow gauges across Ontario. The value 1.16 is the median value for the ratio between the 2-year peak flow rate and the bankfull discharge (Figure 2). The values were abstracted from the “Database of Morphologic Characteristics of Watercourses in Southern Ontario,” (Annable, 1994). Discharge – velocity curves for the WSC gauge stations were used to determine the bank full flow velocity.
Figure 2. The linear correlation between the 2-yr flow rate and the bankfull flow rate for WSC stations across Ontario

7. The velocity and travel time along the longest flow path was calculated using the method of reciprocal slopes. A profile plot of the longest flow path was abstracted using the GIS tools and imported into an Excel spreadsheet. A reach is represented by the distance between two elevation points along the flow path’s profile. Assuming that the conveyance along the flow path is constant, the stream flow velocity for each reach along the flow path was determined by multiplying the stream flow velocity at the WSC gauge with the ratio of the square root of the bed slope for each reach divided by the bed slope at the WSC gauge. Travel time through a reach was calculated by dividing the reach distance with the reach velocity.

8. The travel times along the flow paths were then summed to determine the reference time of concentration ($T_c$) values at the outlet point for each catchment along the Credit River. If observed flow data is unavailable, Manning’s equation can be used to calculate the flow velocity at the outlet point; step 7 could then be used to calculate the flow velocities and travel time for each sub-reach along the flow path.

2.2 Performance Evaluation of the Models

In order to evaluate the performance of the different methods, each approach was applied to a series of catchments along the Credit River watershed. The reference values for $T_c$ along with the physical parameters of the catchments used in their evaluation are listed in Table 2. For evaluation purposes, ASCE (1993) recommends that a combination of graphical plots and statistical goodness-of-fit measures be used to assess the accuracy of a model or equation. The statistical measures selected to assess the equations were the mean absolute error ($MAE$), mean absolute percentage of errors ($MAPE$), the sum of errors ($SE$), percent bias ($PBIAS$), root mean square error ($RMSE$) and the coefficient of determination ($R^2$). These statistical measures in combination with scatter plots and residual plots of the reference and estimated $T_c$ values were used to measure and compare the bias and accuracy of the
equations for the Credit River watershed. For a review of the different evaluation methods and statistical goodness-of-fit measures the reader is referred to Gupta et al., (1999), Singh et al., (2004) and Moriasi et al., (2007). Several studies have shown that when empirical equations are applied to basins other than the ones they were developed for they tend to lose their accuracy due to differences in physiography between the catchments including regional location, size, topography, land use, soils and climate (McCuen et al., 1984; Fang et al., 2008; Sharifi and Hosseini, 2011). To overcome these limitations, a correction factor is applied to the empirical equations to correct for any biases in their solution when the equations are applied to different geographic regions other than those they were originally developed for. The bias is minimized by correcting the slope of the regression line between the referenced and predicted values to equal 1. Correction factors were applied to all of the equations with the exception of the NRCS velocity method to minimize the bias between the predicted values and the reference values for $T_c$. These correction factors are based on the inverse slope of the regression line between the predicted and referenced values; Table 3 lists the correction factors for each of the equations.

Table 3. The calibration factor for the models

<table>
<thead>
<tr>
<th>Model</th>
<th>Calibration Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Williams (1922)</td>
<td>0.642</td>
</tr>
<tr>
<td>Kirpich (1940)</td>
<td>0.389</td>
</tr>
<tr>
<td>Chow (1962)</td>
<td>5.613</td>
</tr>
<tr>
<td>Kennedy and Watt (1967)</td>
<td>4.155</td>
</tr>
<tr>
<td>Watt and Chow (1985)</td>
<td>2.918</td>
</tr>
<tr>
<td>NRCS Velocity Method (1986)</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>Haktanir and Sezen (1990)</td>
<td>1.620</td>
</tr>
<tr>
<td>Arizona DOT (1993)</td>
<td>4.785</td>
</tr>
<tr>
<td>Sharifi and Razaz (2014)</td>
<td>1.130</td>
</tr>
</tbody>
</table>

In addition, to the parametric analysis above, a quantitative assessment of the uncertainties in the prediction of $T_c$ was undertaken using the available empirical equations, regional equation, GEP equation and velocity method. The uncertainty analysis was applied to the complete dataset of 9 catchment measurements. The comparison is a fair indication of the predictive ability of the various equations. To minimize any bias in applying the various equations to this data set, a correction factor equivalent to the inverse slope of the regression line between the referenced and predicted values of $T_c$ was applied to the equations.

There has been no quantitative assessment of the effect of the stochastic character of the physical parameters of a catchment and their impact on the time of concentration. Therefore, a stochastic model was developed utilizing the regression equations for finding the approximate distribution of solution outcomes using Monte Carlo Simulation. Monte Carlo simulation is a relatively simple method to apply when assessing the uncertainty of an equation (Vose, 1996). In the present study, the uncertainty in $T_c$ is considered due to the uncertainty in the equation’s input parameters, $A$, $L$, $L_c$, $S_c$, $S_w$, and $ST$. In addition to those parameters listed, Manning’s “$n$” value and the drainage density ($DD$) are also included in the analysis. The input parameters are uncorrelated and are, therefore, considered to be independent variables, as such, random sampling can be applied without affecting the tails of the output distribution (Burmaster and Anderson, 1994).

Furthermore, a sensitivity analysis was employed in order to identify which variables have the most influence on the time of concentration. To investigate sensitivity, the variables in the equations for $T_c$ were perturbed by adding 10%. The marginal sensitivity coefficient is determined as (Atieh et al., 2015a, b; Trenouth and Gharabaghi, 2015; Sattar and Gharabaghi, 2015):

$$S_c = \frac{\Delta \theta}{\Delta T^*}$$

Where $S_c$ is the marginal sensitivity coefficient, $\Delta \theta$ is the change in the calculated objective function and $\Delta T^*$ is
the change in the time constant parameter. Normalizing the parameters indicates the percent change in the objective function for a 1% change in each individual parameter. The marginal sensitivity coefficients were normalized to establish a basis for comparison using equation 2.

\[ S_n = S_c T^* \theta \]  

(2)

Where \( S_n \) is the normalized sensitivity coefficient, \( T^* \) is the expected value of the perturbed time constant parameter, and \( \theta \) is the expected solution.

3. Results and Discussions

The methodology for obtaining the reference \( T_c \) values using the procedure outlined in section 3.1 was applied to 9 catchments of the Credit River watershed. The equations listed in Table 1 were used to predict the time of concentration for the 9 catchments along the Credit River; the values were compared against the reference \( T_c \) values. The reference \( T_c \) values for the nine gauging stations along the Credit River were compared against the values for \( T_c \) from the “Travel Time Model for the Credit River,” (Environmental Water Resources Group Ltd., 2007). The ratio between the reference \( T_c \) values and the calculated values using the CVC’s Travel Time Model was determined to be 1:1. Using a scatter plot, the results are illustrated in Figure 3.
Figure 3 shows that all empirical equations tend to under predict Reference $T_c$ for the headwater basins of the Credit River and over predict $T_c$ for the downstream basins. Manning's roughness is not a constant value for all nine stations along the Credit River; upstream stations have higher roughness coefficients as the river is steeper and faster flowing river with shallower depths and larger bed material sizes while the lower Credit River is deeper and smoother sediments with lower roughness coefficients; the Manning's roughness change from upstream to downstream can explain why all empirical models that have overlooked the effect of Manning's roughness on Reference $T_c$ values for all 9 stations of the Credit tend to under predict $T_c$ values for headwater basins and over predict larger $T_c$ values for the downstream stations. However, the NRCS velocity method is the only method that takes Manning's $n$ variations into consideration and hence the higher accuracy of the model predictions.

In Southern Ontario, soil is often wet for roughly 10 months of the year, and a large percentage of the watershed
drainage area actively contributes to surface runoff during storm events; therefore, the use of the correction factor also accounts for the antecedent moisture conditions of the Credit River basin compared to the basins where the original empirical equations were developed. According to Table 4, the NRCS velocity method is the most accurate and reliable approach for estimating the time of concentration of a catchment.

Table 4. Performance statistics of the models

<table>
<thead>
<tr>
<th>Model</th>
<th>Rank</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAPE (%)</th>
<th>R²</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>NRCS Velocity Method (1986)</td>
<td>1</td>
<td>3.4</td>
<td>4.2</td>
<td>11</td>
<td>0.888</td>
<td>8.2</td>
</tr>
<tr>
<td>Arizona DOT (1993)</td>
<td>2</td>
<td>3.8</td>
<td>4.4</td>
<td>12</td>
<td>0.978</td>
<td>11</td>
</tr>
<tr>
<td>Chow (1962)</td>
<td>3</td>
<td>4.0</td>
<td>4.4</td>
<td>13</td>
<td>0.976</td>
<td>11</td>
</tr>
<tr>
<td>Kennedy and Watt (1967)</td>
<td>4</td>
<td>4.2</td>
<td>4.8</td>
<td>13</td>
<td>0.939</td>
<td>12</td>
</tr>
<tr>
<td>Kirpich (1940)</td>
<td>5</td>
<td>5.7</td>
<td>6.5</td>
<td>18</td>
<td>0.985</td>
<td>16</td>
</tr>
<tr>
<td>Sharifi and Razaz (2014)</td>
<td>6</td>
<td>5.4</td>
<td>5.9</td>
<td>17</td>
<td>0.927</td>
<td>14</td>
</tr>
<tr>
<td>Watt and Chow (1985)</td>
<td>7</td>
<td>6.0</td>
<td>6.8</td>
<td>19</td>
<td>0.986</td>
<td>17</td>
</tr>
<tr>
<td>Haktanir-Sezen (1990)</td>
<td>8</td>
<td>6.6</td>
<td>7.5</td>
<td>21</td>
<td>0.997</td>
<td>19</td>
</tr>
<tr>
<td>Williams (1922)</td>
<td>9</td>
<td>9.0</td>
<td>9.9</td>
<td>28</td>
<td>0.995</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 5 summarizes the results of the uncertainty analysis and shows the mean prediction errors of the various equations, the width of the uncertainty band and the 95% prediction interval error. The mean prediction error for empirical equations varied between 1.186 and 2.795 h. The mean prediction error for the NRCS velocity method was 0.02 h.

Table 5. Prediction error and uncertainty bands of the models

<table>
<thead>
<tr>
<th>Model</th>
<th>Mean Prediction Error (h)</th>
<th>The width of Uncertainty Band (h)</th>
<th>95% Prediction Error Interval (h)</th>
<th>Median (h)</th>
<th>MA D (h)</th>
<th>Uncertainty %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Williams (1922)</td>
<td>2.795</td>
<td>±6.604</td>
<td>+9.399 to -3.810</td>
<td>7.56</td>
<td>4.00</td>
<td>53</td>
</tr>
<tr>
<td>Kirpich (1940)</td>
<td>1.816</td>
<td>±4.330</td>
<td>+6.146 to -2.514</td>
<td>4.80</td>
<td>2.03</td>
<td>42</td>
</tr>
<tr>
<td>Chow (1962)</td>
<td>1.186</td>
<td>±2.928</td>
<td>+4.114 to -1.741</td>
<td>3.70</td>
<td>1.26</td>
<td>34</td>
</tr>
<tr>
<td>Kennedy and Watt (1967)</td>
<td>1.601</td>
<td>±3.959</td>
<td>+5.559 to -2.358</td>
<td>4.60</td>
<td>2.78</td>
<td>60</td>
</tr>
<tr>
<td>NRCS Velocity Method (1986)</td>
<td>0.020</td>
<td>±1.221</td>
<td>+1.242 to -1.201</td>
<td>12.4</td>
<td>4.95</td>
<td>40</td>
</tr>
<tr>
<td>Haktanir and Sezen (1990)</td>
<td>2.069</td>
<td>±4.960</td>
<td>+7.029 to -2.892</td>
<td>11.4</td>
<td>6.90</td>
<td>60</td>
</tr>
<tr>
<td>Arizona DOT (1993)</td>
<td>1.233</td>
<td>±2.929</td>
<td>+4.162 to -1.696</td>
<td>4.31</td>
<td>1.71</td>
<td>40</td>
</tr>
<tr>
<td>Sharifi and Razaz (2014)</td>
<td>1.353</td>
<td>±3.198</td>
<td>+4.552 to -1.845</td>
<td>17.8</td>
<td>10.4</td>
<td>58</td>
</tr>
</tbody>
</table>

The uncertainty bands for the empirical equations ranged from ±1.74 to ±6.60 h. The uncertainty band for the NRCS velocity method was ±1.22 h, smaller than all the other methods. Similarly, the lowest 95% confidence prediction error interval was observed for the NRCS velocity method ranging from -1.20 to +1.24 h. In general, the NRCS velocity method had the highest performance with respect to prediction uncertainty band and 95% prediction interval.

Monte Carlo simulation was applied to the current study to determine the uncertainty in $T_c$ by each of the different
methods due to uncertainty in the equations’ input parameters, \( A, L, L_c, L_{ca}, S_c, S_w, ST, \) and \( DD \). Distribution fitting was used to determine the probability distribution function (PDF) of various input parameters utilizing the complete set of measure data (all 9 catchments). Various distributions were tested, and the optimum distribution was chosen based on the ranking in fitting tests such as Kolmogorov-Smirnov, Anderson Darling and Chi Squared (Vose, 1996). Therefore, the variation in \( A, L, L_c, L_{ca}, S_c, S_w, ST, \) and \( DD \) was modelled using a lognormal distribution with \( (\text{mean} (\ln x) = 265.5, 33.84, 32.15, 0.005, 0.033, 1.24 \) and \( 0.22, \) standard deviation \( (\ln x) = 293.5, 27.82, 27.68, 0.002, 0.011, 0.16 \) and \( 0.13 \) respectively).

For each Monte Carlo simulation run, the empirical equations, regional equation and NRCS velocity method for \( T_c \) were used to obtain a single outcome. Therefore, 250,000 outcomes were calculated for \( T_c \). The mean absolute deviation (MAD) is calculated around the median of the output distribution as:

\[
MAD = \frac{1}{250000} \sum_{i=1}^{250000} |P_i - Median(P)|
\]

Once the MAD is calculated, the uncertainty of the equation output can be given as (Walker, 1931):

\[
\text{Uncertainty} \% = \frac{100 \times MAD}{Median(P)}
\]

Results of the uncertainty analysis for \( T_c \) using the previous empirical models, regional equation and velocity method are presented in Table 5. The analysis for uncertainty for \( T_c \) resulted in a MAD of 2.7, 2.8, 10.4 and 4.9 which are 48%, 60%, 58% and 40% of the median value for the empirical equations, regional equation, and velocity method.

Table 6 illustrates the sensitivity and effect of the input parameters on the time concentration for the models. It can be observed that the main channel slope \( (S_c) \) and the main channel length \( (L_c) \) scored the highest for \( T_c \) in normalized sensitivity coefficients, for the empirical equations. The parameters \( S_c \) and \( L_c \) are the most common parameters used in empirical relationships to estimate the time of concentration Williams (1922), Kirpich (1940), Chow (1962), Williams (1968), Watt and Chow (1985) and Haktanir and Sezen (1990). For the regional equation, the storage parameter \( ST \) scored the lowest indicating that its effect is negligible in determining the time of concentration. Furthermore, the sensitivity analysis confirms the importance of the main channel slope parameter and the main channel length in estimating the time of concentration for a catchment regardless of the methodology used.

Table 6. Normalized sensitivity coefficients for the model's parameters

<table>
<thead>
<tr>
<th>Model</th>
<th>( L_c )</th>
<th>( A )</th>
<th>( S_c )</th>
<th>( DD )</th>
<th>( ST )</th>
<th>( L )</th>
<th>( S_w )</th>
<th>( n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Williams (1922)</td>
<td>1.100</td>
<td>-10.44</td>
<td>-5.196</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Kirpich (1940)</td>
<td>1.413</td>
<td>--</td>
<td>-2.676</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Chow (1962)</td>
<td>1.690</td>
<td>--</td>
<td>-3.229</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Kennedy and Watt (1967)</td>
<td>1.450</td>
<td>--</td>
<td>-2.748</td>
<td>--</td>
<td>0.858</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Watt and Chow (1985)</td>
<td>1.379</td>
<td>--</td>
<td>-2.607</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>NRCS Velocity Method (1986)</td>
<td>0.334</td>
<td>-6.635</td>
<td>-6.635</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>2.261</td>
<td>--</td>
</tr>
<tr>
<td>Haktanir and Sezen (1990)</td>
<td>1.298</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>1.790</td>
<td>-3.151</td>
</tr>
<tr>
<td>Sharifi and Razaz (2014)</td>
<td>--</td>
<td>2.164</td>
<td>64.58</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

4. Conclusions

Prediction of flood flow hydrographs in ungauged river catchments is one of the most uncertain modelling tasks in hydrology due to large errors in the estimation of catchment response time parameters using existing empirical equations. The time of concentration \( (T_c) \) is a key catchment response time parameter needed for predicting the peak discharge rate and timing of the flood event. However, a large number of definitions and empirical equations exist for estimating \( T_c \) using the catchments’ physical characteristics. The main objective of this study is to present “Reference \( T_c \)” as a new unifying definition along with a practical procedure for its estimation using readily
available basin catchment characteristic parameters to standardize this key parameter for practitioners. Nine different empirical models were tested on nine catchments of the Credit River watershed, Ontario, Canada to determine which method would provide the most accurate estimation of the reference time of concentration.

All empirical equations under predicted Reference $T_c$ for the headwater basins of the Credit River and over predicted $T_c$ for the downstream basins. Manning's roughness is not a constant value for all nine stations along the Credit River; upstream stations have higher roughness coefficients as the river is steeper and faster flowing river with shallower depths and larger bed material sizes while the lower Credit River is deeper flows and smoother fine sediments with much lower roughness coefficients; the significant change in Manning's roughness coefficient from upstream to downstream basins can explain why all empirical models that have overlooked the effect of Manning's roughness on Reference $T_c$ values for the 9 stations of the Credit River tend to under predict $T_c$ values for the headwater basins and over predict $T_c$ for the downstream stations. However, the NRCS velocity method is the only method that takes Manning's roughness coefficient into consideration and hence the higher accuracy of the model predictions.

The sensitivity analysis confirmed the importance of the main channel slope parameter, channel roughness and the main channel length in estimating $T_c$ and regardless, which estimation method one selects, these parameters should be determined first. However, many basins have little to no hydrometric monitoring, and for these ungauged basins, one needs to rely on readily available catchment characteristic parameters to predict reference $T_c$. Therefore, in such cases, the NRCS velocity method can be used to determine the reference $T_c$ values for ungauged catchments following the procedures outlined in this study.
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