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Abstract 

The objective of this paper is to introduce a fully computerized, simple and low-computational cost technique 
that can be used in the preprocessing stages of digital images. This technique is specially designed to detect the 
principal (largest) closed shape object that embody the useful information in certain image types and neglect and 
avoid other noisy objects and artifacts. The detection process starts by calculating certain statistics of the image 
to estimate the amount of bit-plane slicing required to exclude the non-informative and noisy background. A 
simple closing morphological operation is then applied and followed by circular filter applied only on the outer 
coarse edge to finalize the detection process. The proposed technique takes its importance from the huge 
explosion of images that need accurate processing in real time speedy manner. The proposed technique is 
implemented using MATLAB and tested on many solar and medical images; it was shown by the quantitative 
evaluation that the proposed technique can handle real-life (e.g. solar, medical fundus) images and shows very 
good potential even under noisy and artifacts conditions. Compared to the publicly available datasets, 97% and 
99% of similarity detection is achieved in medical and solar images, respectively. Although it is well-know, the 
morphological bit-plane slicing technique is hoped to be used in the preprocessing stages of different 
applications to ease the subsequent image processing stages especially in real time applications where the 
proposed technique showed dramatic (~100 times) saving in processing time. 

Keywords: medical fundus images, solar images, image preprocessing, morphological bit-plane slicing. 

1. Introduction 

1.1 Image Processing Stages 

Digital image processing and analysis is among rapidly growing technologies. It encompasses a wide-ranging 
field of applications in our everyday life. Medical, solar, industrial, text recognition, biometrics and graphics, are 
just examples of hundreds of possible applications of image processing (Solomon and Breckon 2011). Although 
every single application needs a well-designed approach to parse and extract the required useful information and, 
most of these approaches can be categorized under a single or multi major aspects that include but are not limited 
to: image visualization, sharpening, enhancement, recognition, retrieval, segmentation and /or restoration, etc. 
(Gonzalez and Woods 2002). 

The modified algorithms to handle the aspects and applications almost follow a semi-schematic route that 
includes the following phases (Gonzalez and Woods 2002), and the contribution of such modified method almost 
fall in one or more of these phases. 

1. Image preprocessing. 

2. Image enhancement. 

3. Feature segmentation. 

4. Post-Processing. 

5. Features classification 
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The proposed work in this paper is aimed to contribute on the first phase to make the preprocessing in certain 
applications faster (i.e. less computational) while improving the outcomes accuracy of the subsequent phases. 
This technique will be applied, tested and evaluated on digital images in two fields (namely, solar imaging and 
medical fundus images). A brief review about the processing of these images will be highlighted in the reminder 
of this section. While the motivation, methodology, results, evaluation and conclusions of the proposed technique 
will be pronounced and shown in the next sections. 

1.2 Solar Images 

Solar imaging techniques are usually implemented to extract numerical features that provide efficient 
representation of solar features, solar activities or general regions of interest in the different types of publicly 
available solar images. The integration of advanced image processing techniques with solar physics concepts can 
positively improve the ability of knowledge extraction and increase the ability to predict forthcoming solar 
activities that may have serious impacts on our daily life (Qahwaji, Green et al. 2011). 

MDI-magnetogram is an example of solar images that draw a lot of researchers’ attention because they depicts 
information about the whole solar magnetic activity which is thought to be the main driver of almost all other 
solar activities (Stöhr and Siegmann 2007). The important information (knowledge) in these images are in the 
solar disk that shows different indications (e.g. sunspots, active regions, prominence, filaments) about the 
magnetic activity.  

The processing of this and other types of solar images such as MDI- continuum, Calcium II K-line, H-alpha, etc. 
starts by the detection of the main solar disk and removing any possible surrounding noise and textual 
information (e.g. date, time, directions, instrument name, and wavelength).  Figure 1 shows examples of these 
images. 

 
Figure 1. Different types of solar images showing the main solar disk and other textual descriptions. Images 

Courtesy (www.sdo.gsfc.nasa.gov/data/, www.bass2000.obspm.fr) 

 

1.3 Medical Fundus Images 

Fundus images are acquired by special medical camera to create a photograph of the inner surface of the eye 
including the retina, optic disc, macula, vessels and fovea (Yannuzzi, Ober et al. 2004). Fundus images are used 
by ophthalmologists to detect many different medical signs such as hemorrhages, exudates, cotton wool spots, 
blood vessel abnormalities and pigmentation (Akram and Rubinstein 2005). Manual examination 
(Ophthalmoscopy) is a tedious and time consuming process; yet no conclusive decisions can be made on spot 
without resorting to further inspecting using Fundus photographs. With the current technological advancement in 
image processing, it is possible to carry out rigorous hands free diagnosis that lowers the cost and the work load 
done by ophthalmologists for manual examination.  

There are many medical research centers that publicly provide datasets of fundus images at different sizes for 
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different subjects. The most common datasets are DIARETDB0 (Kauppi, Kalesnykiene et al. 2006), 
DIARETDB1 (Kauppi, Kalesnykiene et al. 2007), DRIVE (Staal, Abràmoff et al. 2004), Figure 2. The 
processing of these images starts by the segmentation of the retinal disk and removing the noisy background that 
can affect the subsequent features (e.g. optic disk, vessels) extraction (Jaafar, Nandi et al. 2010, Akram 2012). 

The following section states the problem under investigation and the motivation of the work. While in section 3, 
the proposed technique is presented. The proposed technique implementation, accuracy and time efficiency are 
discussed and evaluated in section 4. Finally, the presented work is concluded in section 5. 

2. Problem Statement and Motivation 

As the amount of available solar and medical images is growing, there is a growing need for new approaches (i.e. 
systems and tools) to ease the analysis and knowledge extraction from these images. Such approaches must 
provide a real-time fully automated solutions while providing high accuracy outcomes and diagnosis that 
converge with the specialists’ ones. 

In the processing of the previously described images, solar disk and retina disk segmentation (mask) is 
considered to be the first phase of any proposed approach. This phase is important to: 

1. Exclude the non-informative noisy background. 

2. Reduce computational costs. 

3. Improve result, where values of the noisy background are not included in the subsequent analysis such as 
statistic-based and training techniques in the sake of feature detection. 

4. Determine some other parameters such as area and radius of the disk for further analysis. 

5. Reduce the amount of information to be transferred in the case of cloud-based computing services (i.e. 
SaaS). 

6. Unify the processing of different image types. As an example, the available datasets use a variety of 
instruments (i.e. cameras) to acquire the images, hence the noise and artifacts levels are not unified neither 
define. 

 
Figure 2. Different types of medical Fundus images. (Strutz 2001, Kauppi, Kalesnykiene et al. 2006, Kauppi, 

Kalesnykiene et al. 2007)  

 

Some of these images suffer a pixel noise, bad illumination and/or backgrounds artifacts. Also, Pixel noise is 
focused around the edges of main disk (i.e. solar or retina disk) and on the black background which isn’t really 
black (very low intensities are perceived as black by human eye).  

Figure 3 illustrates the later fact by plotting the profile for a certain row in a retinal image. Using local or global 
thresholding based techniques to estimate and mask the background is often challenged by these problems. As a 
result of the presence of pixel noise and noisy background, the resulting mask from thresholding requires further 
refinement. Those obstacles are often overcome by applying a combination of morphological operations and 
filters on the foreground mask in order to refine it. 

A region of interest based approach is used in (Zharkova, Ipson et al. 2003) to detect the solar limb. This 
approach starts by estimating the solar disk intensity by computing the mean intensity of a small rectangle 
located at the image center. Then a histogram analysis is performed to estimate the thresholding value that 
separates the disk from the background. A region filling algorithm and an iterative Canny edge detector is then 
applied to mark pixels within the solar disk and to complete the disk detection process. 

In (Qahwaji and Colak 2005), the filling algorithm in (Qahwaji and Green 2001) is used to detect the largest 
closed shape object (i.e. Solar disk). This algorithm is mainly implemented by the 1) morphological hit-miss 
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transform (HMT) which is used for the edge detection and noise removal, and the 2) morphological watershed 
transform (WST) which is used to analyze the image. As mentioned above, this step is important because it 
removes textual and non-solar information that may be superimposed on the original acquired image. 

 
Figure 3. (A) Retinal image and (B) a zoomed background profile (along row = 100) showing that the 

background is not purely black 

 

A series of gray-scale erosion, gradient transformation and thresholding is used to detect the solar limb (disk) in 
(Curto, Blanca et al. 2008). A 3×3 structuring element (SE) is used to implement the erosion step, followed by 
subtracting the original image form the eroded one to achieve the eroded gradient transformation which 
strengthen the edges intensities. As a consequent, applying a thresholding technique will be easier.  

In (Akram 2012), retinal disk segmentation is achieved by implementing a local mean and variance based 
method applied on non-overlapping blocks of the HSI version of an equalized and filtered fundus image. In each 
block, the mean and the standard deviation is calculated to decide whether the block is a part of the background 
or the retina disk. In the subsequent phases, the refinement techniques results in the removal of some other parts 
that contain useful information about the retina health. This approach is also used in (Marrugo and Millan 2011) 
but reinforced by a principle component analysis (PCA) model to enhance the detection of the foreground 
objects and avoid any bias to the background region. 

In (Garaibeh, Ma'mon et al. 2014), the extraction of retina disk is achieved by applying an edge detection filter 
followed by a contour-based detection algorithm where the detection starts by defining suitable locations 
followed by completing the contour to fit a circle arc in the regions of discontinuity. 

A growing region based retina disk segmentation is performed in (Giancardo 2011) by scaling the image to an 
empirically chosen level to reduce the computational costs. Four seeds (chosen to be at corners with a certain 
offset from the borders) were used to implement the growing region algorithm based on three criteria. Then the 
image is rescaled back to its original size. This approach leads to less computational cost but in expense of 
quality loss. 

To conclude, the above referenced works achieved the main disk (Sun or Retina) segmentation using different 
high computational cost approaches. Also, these approaches need to estimate some other important parameters to 
apply the proposed approaches, such details can be found on these references. 

In this piece of work, we present a simpler but efficient disk segmentation approach. The proposed technique is 
aimed to separate the solar or retina foreground (disk) from the background using a simple, low-computational, 
non-adaptive and non-iterative approach without going through complex filters, while maintaining a very high 
accurate results. 

3. Proposed Methodology 

Bit planes based noise suppression techniques are often used for still images compression (Strutz 2001, Pandian 
and Sivanandam 2012), and in other applications such as retinal blood vessels localization (Fraz, Barman et al. 
2012). Through our investigations, we found that bit planes elimination along with simple morphological 
operations can be utilized in foreground estimation for solar and retinal disks. The success of the proposed 
technique will contribute for any system in the field of the above two possible application. 
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A bit plane of a digital discrete signal (such as image) is a set of bits corresponding to a given bit position in each 
of the binary numbers representing the signal. As an example, from 

Figure 4, we can see that the least 3 significant bit planes ( 

Figure 4 G, H, I) of a retinal image do not encode much useful visual information; rather they seem rich with 
pixel noise. 

 
Figure 4. An example of applying the bit plane splitting on a retinal image. A: original fundus image. B-I: Single 

bits slicing contribution from MSB (B) to LSB (I). 

 

The proposed technique starts by checking whether the original image is colored RGB (e.g. Fundus retinal 
images) or gray-scaled (e.g. MDI magnetogram) one. In the case of RGB images, a conversion from RGB to HSI 
color space is performed according to equations (1), (2), (3), then the rest of the proposed technique is applied on 
the I (Intensity) channel. Using the HSI color space makes it easier to remove noise and it is by definition closer 
to the human perception (Jain, Kasturi et al. 1995). It is noteworthy that only equation (1) is considered in our 
implementation because it represents the I channel value directly. In the case of gray scaled image, the 
subsequent processing is performed directly, Figure 5. ܫ = 	ܴ + ܩ	 + 3ܤ  

(1)

ܵ = 1 −	min (ܴ, ,ܩ ܫ(ܤ  
(2)

ܪ =	 ۔ۖەۖ
cosିଵۓ ቈ (ܴ − ܩ 2⁄ − ܤ 2⁄ )√ܴଶ + ଶܩ + ଶܤ − ܩܴ − ܤܴ − మܤܩ ቉ 																					 ; ܩ	 ≥ ܤ
360 − cosିଵ ቈ (ܴ − ܩ 2⁄ − ܤ 2⁄ )√ܴଶ + ଶܩ + ଶܤ − ܩܴ − ܤܴ − మܤܩ ቉														 ; ܩ	 < ܤ

(3)

 

where R, G and B represent the Red, Green and Blue channels of the colored image. 

The next step is the slicing level estimation which is achieved by considering the four corners of the original 
image in a histogram based process. The histogram of the four corners are computed, then the average of the 
pixels above the 10th and below the 90th percentiles points of the cumulative distribution is calculated and 
considered to be the bit-plane slicing level (SL). A pixel-wise ANDing operation is then applied with the binary 
representation of SL, and all pixels with zero results are considered to be part of the background. 

As an example, it is found by that keeping the 5 most significant bit planes of the retinal image and combining 
them while discarding the 3 least significant bit planes will maintain the image’s disk main structure while 
removing the vast majority of pixel noise (especially those around the edges) as well as the low intensities on the 
background. Majority of pixel noise put out of the way and black background made really black, applying a 
global thresholding at zero intensity yields a relatively fine mask. Followed by erosion and dilation 
morphological operations will remove the very small amount of noise pixels remaining and fills the gaps within 
the main disk area. 
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This approach requires neither complex statistical computations nor mathematical computations of the total 
image; rather employs a single logical AND operation on binary level to discard the least significant bit planes. 
Moreover, the resulting mask requires much less refinement computation. Figure 6 shows the goodness of the 
proposed technique segmentation even before applying morphological operations. Applying a circular edge 
detector with centers only on the outer coarse segmentation is found to enhance the coarse segmentation 
accuracy without dramatically increase the computational time costs. 

 
Figure 5. Proposed methodology 

 
Figure 6. Compare (B) (Akram 2012) technique with (C) proposed technique applied on (A) retinal image from 

DIARETDB1 dataset. Both before applying any morphological operations 

 

 
Figure 7. Applying a circular window on the outer coarse pixels to refine the segmentation 

 

4. Results and Evaluations 

4.1 Accuracy Performance  

Usually, the evaluation of an algorithm is done by comparing the new results with certain ground truths. To 
evaluate the proposed technique in this paper, the SOHO/MDI magnetogram and Drive datasets were used. 
These specific datasets are used in the evaluation for many reasons (contain different illumination levels and 
verities, contain different noise levels, contain a ground truth to evaluate and contain different artifact such as 
textual tagging in the case of solar images). 

4.1.1 Solar MDI Images 

Solar images: Each MDI solar image is provided in both formats (GIF and FITS). Each FITS file contains a 
header that describes many parameters of the corresponding MDI image, these parameters include the center, 
radius and area of the solar disk. Also, the background area in the FITS files are represented by a not a number 
(NaN) symbol. These parameters along with the spatial location of the detected disk will be compared to the 
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results of the proposed technique when applied to the corresponding .GIF image. It is noteworthy that multiple 
MDI GIF images are provided daily; so that it is important to match exactly the same GIF and FITS files for the 
same day for the sake of evaluation. 

The proposed technique is implemented using MATLAB without using the predefined functions, which means 
that the proposed algorithm and the ones under comparison were built using basic MATLAB statements to avoid 
any effect of these predefined functions.  Table 1 compares the results obtained by applying the proposed 
technique on some MDI GIF examples with that provided in the corresponding FITS files. Three types of errors 
are calculated according to equations (4), (5) and (6): 

where FITSArea, FITSRaduis, FITSXc and FITSYc represent, respectively, the area, radius, center’s x-axis 
coordinates and center’s y-axis coordinates of the provided mask in FITS files. While, ProposedArea, 
ProposedRaduis, ProposedXc and ProposedYc represent the area, radius, center’s x-axis coordinates and center’s 
y-axis coordinates of the calculated mask using the proposed technique which are calculated as follows: 

 Area: is calculated by summing up the number of foreground pixels after applying the proposed technique. 

 Center: is calculated using the centroid (center of mass) method (Baxes 1994). Where ProposedXc and 
ProposedYc are calculated according to equations (7) and (8) respectively. 

 Radius: is calculated by averaging the distances from the center towards the four mask ends along the 
quadratic directions. ܲܿܺ݀݁ݏ݋݌݋ݎ = ݉ݑݏ ݂݋ ݇ݏܽ݉ ܽ݁ݎܣݏ݁ݐܽ݊݅݀ݎ݋݋ܿ_ݔᇱݏ݈݁ݔ݅݌ 																						 (7)

ܻܿ݀݁ݏ݋݌݋ݎܲ = ݉ݑݏ ݂݋ ݇ݏܽ݉ ܽ݁ݎܣݏ݁ݐܽ݊݅݀ݎ݋݋ܿ_ᇱܻݏ݈݁ݔ݅݌  
(8)

It is clear that the proposed technique shows a very high accuracy performance; the highest error achieved for 
the three defined types of errors is .88% (less than 1%); this means more than 99% similarity. It is worth 
mentioning that a 1% to 2% oblateness is exist in some solar GIF images; which results in disagreements 
between the calculated parameters and the corresponding provided in the FITS files headers (Zharkova, Ipson et 
al. 2003). 

 
Figure 8. Example of MDI-magnetogram image. B: Provided FITS mask for A. C: Proposed technique applied 

on A. D: difference between B and C 

(ܽ݁ݎܣ)ݎ݋ݎݎܧ = 	 ฬܲܽ݁ݎܣ݀݁ݏ݋݌݋ݎ − ܽ݁ݎܣܵܶܫܨܽ݁ݎܣܵܶܫܨ ฬ × 100%  
 (4)

(ݏ݅ݑܴ݀ܽ)ݎ݋ݎݎܧ = 	 ฬܲݏ݅ݑܴ݀ܽ݀݁ݏ݋݌݋ݎ − ݏ݅ݑܴ݀ܽܵܶܫܨݏ݅ݑܴ݀ܽܵܶܫܨ ฬ × 100% (5)

(ݎ݁ݐ݊݁ܥ)ݎ݋ݎݎܧ = 	 อඥ(ܲܿܺ݀݁ݏ݋݌݋ݎ − ଶ(ܿܺܵܶܫܨ + ܻܿ݀݁ݏ݋݌݋ݎܲ) − ଶమ(ܻܿܵܶܫܨ ඥ(ܿܺݏݐ݅ܨ)ଶ + ଶమ(ܻܿݏݐ݅ܨ) อ × 100% (6)
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4.1.2 Medical Fundus Images 

The Drive dataset (Staal, Abràmoff et al. 2004) provides publicly 40 fundus images and their corresponding 
manually labelled masks. These available masks will be compared to the masks resulted by applying the 
proposed technique on the same corresponding images. Figure 9 shows an example to compare the result of the 
proposed technique applied on a fundus image and the corresponding mask provided by Drive dataset. Table 2 
compares the masks obtained by applying the proposed technique on 15 randomly selected Drive fundus images 
with the corresponding masks provided by Drive dataset (i.e. ground truth). The above types of errors (equations 
(4), (5) and (6)) are used again in the evaluation. It is clear that the proposed technique shows a very high 
accuracy performance; the highest error achieved for the three error types is 2.98%; this means a similarity that 
exceeds 97%. 

 
Figure 9. Example of Fundus retinal image. B: Provided Drive mask for A. C: Proposed technique applied on A. 

D: difference between B and C 

 

Table 1. Comparison between the proposed technique and the FITS files masks 

 FITS DATA Proposed Technique Error (100%) 
MDI-Mag 
Date 

Area 
Pixels 

Radius 
Pixels 

Center_X 
Pixels 

Center_Y
Pixels 

Area 
Pixels

Radius
Pixels

Center_X
Pixels 

Center_Y 
Pixels 

Area Raduis Center

2010.12.15 772396 495.8 512.5 512.5 771773 496.0 513.0 511.0 0.08 0.03 0.22 
2010.12.11 771592 495.6 512.5 512.5 771062 495.5 513.0 512.0 0.07 0.02 0.10 
2010.11.16 763426 493.0 512.9 511.9 762887 493.0 508.0 513.0 0.07 0.01 0.70 
2010.10.30 756411 490.7 512.5 512.5 755835 490.5 516.0 512.0 0.08 0.04 0.49 
2010.10.29 756068 490.6 512.5 512.5 755543 490.5 513.0 513.0 0.07 0.01 0.10 
2010.09.19 740113 485.4 512.5 511.6 739652 485.0 514.0 513.0 0.06 0.08 0.28 
2010.09.03 735233 483.8 512.5 511.7 734739 484.0 515.0 513.0 0.07 0.05 0.39 
2010.08.20 731774 482.6 512.5 511.8 731278 483.0 511.0 513.0 0.07 0.08 0.27 
2010.08.05 728778 481.6 512.5 511.9 728284 482.0 511.0 513.0 0.07 0.08 0.26 
2010.07.23 726696 481.0 512.5 512.0 726236 481.0 513.0 512.0 0.06 0.01 0.07 
2010.07.08 725033 480.4 512.5 512.0 724540 480.0 510.0 512.0 0.07 0.09 0.34 
2010.06.24 724489 480.2 512.4 512.0 723989 480.0 512.0 512.0 0.07 0.05 0.06 
2010.06.03 726039 480.7 512.5 512.5 725558 481.0 509.0 512.0 0.07 0.06 0.48 
2010.05.22 728399 481.5 512.5 512.5 727929 482.0 512.0 512.0 0.06 0.10 0.09 
2010.04.21 738565 484.9 512.6 512.2 738092 485.0 514.0 513.0 0.06 0.03 0.23 
2010.03.15 756252 490.6 512.7 512.0 755747 490.0 519.0 513.0 0.07 0.13 0.88 
2010.02.24 765185 493.5 512.7 511.8 764671 493.5 515.0 513.0 0.07 0.00 0.36 
2010.02.23 765633 493.7 512.7 511.8 765064 493.5 513.0 513.0 0.07 0.03 0.17 
2010.01.27 773980 496.4 512.7 511.6 773496 496.5 512.0 512.0 0.06 0.03 0.11 
2010.01.17 775082 496.7 512.7 511.6 774557 496.5 511.0 512.0 0.07 0.04 0.25 
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Table 2. Comparison between the proposed technique and the Drive images’ masks 

 Drive Data Proposed Technique Error (100%) 
DRIVE 
Image 

Area 
Pixels 

Radius 
Pixels 

Center_X 
Pixels 

Center_Y
Pixels 

Area 
Pixels

Radius
Pixels

Center_X
Pixels 

Center_Y 
Pixels 

Area Raduis Center

DRIVE_02 225087 268.0 302.0 268.0 228277 270.0 298.0 278.0 1.42 0.75 2.67 
DRIVE_04 227577 270.0 293.0 270.0 227927 270.0 294.0 281.0 0.15 0.00 2.77 
DRIVE_05 227693 270.0 300.0 270.0 227986 270.0 299.0 282.0 0.13 0.00 2.98 
DRIVE_08 225248 268.0 298.0 268.0 228022 270.0 298.0 278.0 1.23 0.75 2.50 
DRIVE_11 227814 270.0 298.0 270.0 228104 270.0 299.0 278.0 0.13 0.00 2.00 
DRIVE_15 227394 269.0 301.0 269.0 227734 269.0 300.0 279.0 0.15 0.00 2.49 
DRIVE_18 227612 270.0 301.0 270.0 227925 270.0 297.0 278.0 0.14 0.00 2.21 
DRIVE_21 225600 268.0 299.0 268.0 227981 270.0 299.0 278.0 1.06 0.75 2.49 
DRIVE_24 227726 270.0 296.0 270.0 228056 270.0 297.0 276.0 0.14 0.00 1.52 
DRIVE_27 227826 270.0 294.0 270.0 228122 270.0 296.0 276.0 0.13 0.00 1.58 
DRIVE_30 227259 270.0 300.0 270.0 227605 270.0 298.0 279.0 0.15 0.00 2.28 
DRIVE_32 224944 268.0 297.0 268.0 227893 270.0 299.0 276.0 1.31 0.75 2.06 
DRIVE_35 227646 270.0 296.0 270.0 227964 270.0 296.0 276.0 0.14 0.00 1.50 
DRIVE_37 227186 269.0 296.0 269.0 227494 270.0 295.0 276.0 0.14 0.37 1.77 
DRIVE_39 227460 270.0 300.0 270.0 227750 270.0 299.0 282.0 0.13 0.00 2.98 

 

4.2 Processing Time Validation 

Besides achieving a high accuracy records, in this validation, the ability of the proposed technique to reduce the 
processing time is investigated. The proposed technique is applied on different retinal image from different 
datasets (DIARETDB0, DIARETDB1, and DRIVE) and the CPU processing time is noted for each image and 
recorded. The technique in (Akram 2012), which is considered the simplest technique in literature, is applied on 
the same images and the corresponding processing time is recorded. 

Table 3 shows the CPU time for coarse background estimation (Proposed technique and (Akram 2012) 
technique), the first 5 images of each of the databases (DIARETDB0, DIARETDB1, and DRIVE) were 
processed three times on each technique. The mean time for the three runs was calculated as well as the average 
of those means. It is easily noted fromTable 3 that the proposed technique reduces the processing time 
dramatically. 

 

Table 3. Comparison between the proposed technique and Akram’s technique applied on different images of 
different datasets 

 AKRAM PROPOSED 
 Run1 

Time 
(ms) 

Run2 
Time 
(ms) 

Run3 
Time 
(ms) 

Mean 
Time 
(ms) 

Run1 
Time 
(ms) 

Run2 
Time 
(ms) 

Run3 
Time 
(ms) 

Mean 
Time 
(ms) 

 DIARETDB0 
IMAGE 1 100.11 98.57 97.84 98.84 0.8266 0.8809 1.3800 1.0292 
IMAGE 2 103.38 101.53 103.43 102.78 0.8236 0.8219 0.7740 0.8065 
IMAGE 3 105.26 105.11 103.20 104.52 0.8236 0.8553 0.8228 0.8339 
IMAGE 4 105.27 105.91 101.04 104.07 1.3749 0.8886 0.8472 1.0369 
IMAGE 5 104.90 106.00 101.73 104.21 0.7954 0.8745 0.8258 0.8319 
AVERAGE    102.88    0.9077 
  
 DIARETDB1 
IMAGE 1 100.87 98.38 99.11 99.45 0.8514 1.3988 1.3040 1.2102 
IMAGE 2 98.06 99.34 98.34 98.58 1.1029 0.8818 0.8296 0.9381 
IMAGE 3 97.79 98.91 97.32 98.00 0.8780 1.1906 0.8771 0.9819 
IMAGE 4 99.09 98.57 98.63 98.76 0.7984 0.8395 0.8219 0.8199 
IMAGE 5 98.86 97.54 99.75 98.72 0.8202 0.8172 0.8527 0.8301 
AVERAGE    98.70    0.9560 
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 DRIVE 
IMAGE 1 19.26 19.48 19.69 19.48 0.3319 0.3203 0.3408 0.3310 
IMAGE 2 19.31 19.41 19.23 19.32 0.3336 0.3113 0.3092 0.3180 
IMAGE 3 18.88 19.01 19.06 18.98 0.3079 0.3053 0.3036 0.3056 
IMAGE 4 18.90 19.13 19.22 19.08 0.3122 0.3023 0.3665 0.3270 
IMAGE 5 19.32 19.15 19.25 19.24 0.3250 0.3182 0.3203 0.3212 
AVERAGE    19.22    0.3206 

 

To ensure that the proposed algorithm shows the same goodness and computational time saving despite the 
existence of severe abnormalities and despite their shapes in images, the proposed algorithm is applied on all 
images of DIARETDB0, DIARETDB1, and DRIVE datasets. It is difficult to show the segmentation results, 
while Figure 10 shows the CPU processing time using the proposed technique and Akram’s technique applied on 
all images contained in DIARETDB0, DIARETDB1, and DRIVE. This CPU processing time validation was 
performed on an Intel i7 4700mq (4 physical cores, 8 logical cores) supported by 8 GB DDR3 RAM 1600MHZ 
operated by a 64-bit WINDOWS 7 

 
Figure 10. Comparison between the proposed technique and Akram’s technique applied on all images in 

DIARETDB0, DIARETDB1 and DRIVE datasets 

 

5. Conclusions 

In this paper, we have utilized the concept of bit-plane splitting to detect the large principal objects in some types 
of solar and medical images. The proposed technique revealed high quality results compared to other techniques 
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that utilized iterative, adaptive, and complex edge detection techniques. The proposed technique is implemented 
on MATLAB operates on a Windows based platform. 99% and 97% similarity were achieved when the proposed 
method is applied and compared to solar MDI-magnetogram and medical Fundus retinal images. This high 
degree of accuracy is achieved while reducing the processing time dramatically. 

This piece of work represents single part of our ongoing research in solar and medical fundus image processing. 
It is aimed that we can keep maintaining the subsequent phases of processing by keep eye on the simple adopted 
approach (i.e. bit-split slicing) along with other simple refinement, detection and classification techniques rather 
than complex ones of high computational cost. Also, further visualization and representation can be made 
making use of the state of the art utilization of cloud-based services (Hayajneh 2015). 
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