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Abstract 

With respect to the fact that the prediction of Protein secondary structure based on amino acids is very important, 
therefore, this study tries to present a new method based on the fuzzy combinational structure of a set of 
feed-forward neural networks so that the prediction accuracy of Protein secondary structure can be improved 
compared with the existing methods. Neural networks used in this paper are based on time windows; also, 
different methods have been established and trained to infer the three states of α- helix, β- sheet and coils from 
DSSP results, and finally, combining the results of the abovementioned networks in a fuzzy manner, the prediction 
method of Protein secondary structure based on neural network has been improved. It should be noted that in this 
paper, CB513 and RS126 data sets which are valid data sets in evaluating prediction methods of Protein 
secondary structure known in research studies in this area have been used to train and evaluate the proposed 
method. 
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1. Introduction 

Protein secondary structure forms from a sequence of amino acid which is primary structure of the protein. It is 
generally a three dimension structure. The initial methods for predicting the secondary structure was presented in 
1974. In this year, Chou and Fasman (1974) proposed a statistical method for this purpose. Shortly thereafter, in 
1978, the method GOR (Garnier Osguthorpeb Robson) was proposed (Garnier & Osguthorpe, 1978). A common 
feature of these initial methods known as AB Initio was that they predicted the secondary structures of the amino 
acids of a protein with respect to the same protein independently of its protein family. In other words, for each 
sequence of the amino acids of a protein, a new structure is predicted. The predictions made in AB Initio methods 
are conducted through maximizing or minimizing a function that is experimentally obtained. It should be 
mentioned that the inaccuracy of this empirical function can be counted as one of the limitations of this method. 
Regarding the fact that in this method, the statistical parameters obtained from determined structures are used, the 
limited number of proteins with known structures at the time of presentation of these methods results in the 
inaccurate values of parameters and is counted as another limitation to these methods. The accuracies obtained 
from the application of these methods are around 50 to 60 percent. The next generations of prediction methods are 
stable from the 80s to the early 90th. In classification methods of this generation, they have tried to use a larger 
set of determined structures and also to engage more environmental information to obtain higher accuracy. 
Among these methods are algorithms GOR2, GOR3 and GOR4. It should be noted that the predictions of the 
secondary generation showed higher accuracy were compared with the predictions made of classification 
methods in the first generation. The prediction methods of protein secondary structure proposed since the 1990s, 
known as similarity-based methods are the third generation of prediction methods of protein secondary structure 
(Adamczak et al., 2004; Dor & Zhou, 2007; Rost & Sander, 1999). In this method, using multiple correspondence 
of amino acid sequences of a given protein with amino acids amino acid sequences of other proteins with 
determined structures; we tried to predict the nearest structure as an optimal structure. The main idea of this 
method is that proteins with more than 25% similar amino acids and sharing three-dimensional structures are 
usually similar to each other. Mention should be made that, the reverse is not true, and most of similar structures 
are only about 10% identical in amino acids. Regarding the idea used in the third generation in the prediction 
methods of protein secondary structure, the prediction accuracy of these methods in turn will increase compared to 
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3. Neural Network 

Since the nineteenth century, neurophysiologists simultaneously but separately tried to discover the training and 
analyzing system of the brain. In a parallel manner, mathematicians tried to build a mathematical model that has 
the ability to acquire and generally analyze the issues. The initial attempts at simulating were made through using 
a logical model by McCullouch and Walter Pitts which are today the basic building blocks of most of artificial 
neural networks. This model provides hypotheses about the function of neurons and the function of this model is 
based on the total of inputs and output. If the total of the inputs is greater than the threshold value, the neurons are, 
so to speak, stimulated. In addition to neurophysiologists, psychologists and engineers were influential in the 
development of simulation of neural networks, and in 1958, the perceptron network was introduced by Rosenblatt. 
In this network which had been presented in three-layer form, training ability had been provided. 

One type of neural networks is the feed-forward network which has the same number of inputs and outputs and can 
be used as an associative memory. Information storage and retrieval is done based on content, not on the basis of 
the address; training methods are based on the Hebb and Delta rule (Gurney, 1997). 

4. The Proposed Method 

In the proposed method of this study, we tried to improve the accuracy in predicting protein secondary structure 
through using the conformation of different neural networks based on inference techniques from DSSP and 
converting them into an alpha helix structure, beta-sheets and coils. In the combination of these neural networks, 
the fuzzy theory has been applied, and the results obtained for each network are produced as membership degree 
for the determined class. As follows, the explanation associated with inference techniques and DSSP conversion 
into the three-state structure as well as details of the method is presented. 

4.1 Inference Methods from DSSP 

Regarding the fact that the structure of the results registered in the conducted experiments for accessing DSSP is 
different from the three-state structure of the protein secondary structure, therefore a method is needed to 
pre-process the experimental data for converting DSSP to the standard structure. For implementing the process of 
conversion, we can use the contents of Table 1. 

 

Table 1. The methods for converting DSSP to the secondary structure 

 Alpha substitute Beta substitute coil substitute 

Method no 1 H,G,I E The rest 

Method no 2 H,G E,B The rest 

Method no 3 H,G E The rest 

Method no 4 H E,B The rest 

Method no 5 H E The rest 

 

Regarding the fact that the nature of the conducted experiments for accessing DSSP is different from the secondary 
structure, we can select none of the above-mentioned methods as a superior one. 

4.2 Data Set 

The data sets used in this study are two sets CB513 (Cuff & Barton, 2000) and RS126 (Rost & Sander, 1999) 
which include 513 and 126 proteins with similar amino acids, respectively. The files placed in these two sets 
contain different information of proteins. Focusing on the DSSP information and amino acids chains, the proposed 
method in this study is applied for the training process of the network and extracting the results. 

4.3 The Algorithm of the Proposed Method 

As mentioned previously, we cannot select a method as a superior one from among the methods converting DSSP 
to the secondary structure. Regarding this fact, we have tried, in this method, to train the feed-forward neural 
networks based on the above-mentioned five conversion methods. The application of this method was done in the 
software environment of MATLAB. In this process, five neural networks were produced in form of feed-forward, 
and the data set were pre-processed based on the methods of converting DSSP to the secondary structure. Out of 
the converted data sets, 20% of them were separated for testing and the rest were used proportionately 80% for 
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As it can be seen in the test phase, after preprocessing process on input data and converting it into a binary 
structure and separating based on the determined time window by the user, the data are separated based on 5 
mentioned methods and are given to neural networks. The result of the five networks is transferred into merging 
elements and the end result of this method is presented. 

5. Results  

The results obtained from the application of the proposed method in the present study on the two data sets CB513 
and RS126. After pre-processing operation, the process of separating the data into two sections of training and 
testing with proportions of 80% and 20%, respectively and randomly with 10 times repetition was carried out so 
that the functionality of the proposed method can be proved. The results obtained from using the neural network 
are singly observable based on the methods of converting DSSP into the secondary structure for the data sets 
CB513 and RS126 and with the window time of 17, respectively in Tables 2 and 3. 

 

Table 2. The results of the neural network on the data set RS126 

Prediction accuracy

(%) 

 

64 Conversion method no 1

62.4 Conversion method no 2

63.9 Conversion method no 3

64.2 Conversion method no 4

65.4 Conversion method no5

 

Table 3. The results of the neural network on the data set CB513 

Prediction accuracy

(%) 

 

63.7 Conversion method no 1

63.5 Conversion method no 2

64 Conversion method no 3

64.6 Conversion method no 4

65.2 Conversion method no5

 

The results obtained from the application of the proposed method of this study on data sets CB513 and RS126 are 
listed in Tables 4 and 5.  

 

Table 4. The results of the proposed method on the data set RS126 

 Alpha accuracy Beta accuracy Coil accuracy Efficiency improvement %

Conversion method no1 0.7689 0.7608 0.7963  13.4 

Conversion method no2 0.7608 0.7616 0.7850 14.4 

Conversion method no3 0.7689 0.7608 0.7963 13.5 

Conversion method no4 0.7763 0.7594 0.7792 12.9 

Conversion method no5 0.7841 0.7560 0.7924 12.3 
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Table 5. The results of the proposed method on the data set CB513 

 Alpha accuracy Beta accuracy Coil accuracy Efficiency improvement %

Conversion method no1 0.7501 0.7942  0.7765 13.6 

Conversion method no2 0.7460 0.7510 0.7676 11.9 

Conversion method no3 0.7502 0.7542 0.7763 12 

Conversion method no4 0.7552 0.7566 0.7736 11.5 

Conversion method no5 0.7602 0.7604 0.7811 11.5 

 

5.1 Comparison with other Methods 

The comparison between the results of the proposed method of the present study and the methods common in the 
field for the data sets CB513 and RS126 is shown in Tables 6, and 7. 

 

Table 6. The comparison of the results on the data set RS126 

 Alpha accuracy Beta accuracy Coil accuracy 

The method presented by W.Qu 84.35 72.62 83.01 

The method SSNet2 by S. Babaei 71.93 74.47 78.82 

The method SSNet by S. Babaei 72.23 74.19 78.39 

The proposed method of this study 74.41 75.60 79.24 

 

Since in the study carried out by S. Babaei (Babaei et al., 2008) the proposed method is implemented only on the 
data set RS126, the results corresponding to the implementation of the method on CB513 are not listed in Table 7.  

 

Table 7. The comparison of the results on the data set CB513 

 Alpha accuracy Beta accuracy Coil accuracy 

The method presented by W.Qu 83.52 70.31 82.16 

The proposed method of this study 75.01 79.42 77.65 

 

According to the table 6, the results of the implementation of the proposed method of the present study on the data 
set RS126 are better than those obtained from S. Babaei’s method in each case of Alpha, Beta, and Coil.  

As to the comparison between the proposed method of the present study and that presented by Qu et al. (2011), it 
should be noted that in the latter, is not even and only in the alpha and beta does it increase and the recognition of 
beta is done with a low accuracy, whereas the improvement of the accuracy in the method proposed in the present 
study is even between three classes. 

Mention should be made that this difference is observable in the listed figures in tables 6 and 7 proportionately 
with the data sets CB513 and RS126.  

Regarding the even improvement of the results obtained from the method proposed in the present study, more 
improvement through combining it with the method presented by Qu and accessing more accuracy in predicting 
the protein secondary structure will be possible. 

6. Application  

The main idea of the method proposed in the present study is based on using a fuzzy combination of training 
neural networks according to data with different pre-processing and little attention is paid to optimize the 
parameters involving each of the networks. Regarding this fact, the development and improvement of the results 
through focus on optimization of the parameters of network training will be possible which should be taken into 
account in the future researches. In the method proposed in the present study, the results are obtained in a stable 
manner according to the size of time windows. Using changing time windows and specifying the appropriate 
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parameters for determining the appropriate value of time window in each span can be considered as another idea 
beside the application of the method of back-up vector machines in a fuzzy manner for developing the task. 

7. Conclusion 

In this study we presented a modern and combinatorial method for predicting the protein secondary structure based 
on the sequence of amino acids which improved the efficiency of the prediction. The focus of this study is a 
combination of methods and introducing the concept of fuzzy while paying little attention to the optimization of 
the network parameters. Thus, through the development in optimizing the neural networks, we will be able to 
better improve the efficiency of prediction that will be the canon of focus in the future studies. 
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