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Abstract 
Online reviews play an increasingly important role in the purchase decisions of potential customers. Incidentally, 
driven by the desire to gain profit or publicity, spammers may be hired to write fake reviews and promote or demote 
the reputation of products or services. Correspondingly, opinion spam detection has attracted attention from both 
business and research communities in recent years. However, unlike other tasks such as news classification or blog 
classification, the existing review spam datasets are typically limited due to the expensiveness of human annotation, 
which may further affect detection performance even if excellent classifiers have been developed. We propose a 
novel approach in this paper to boost opinion spam detection performance by fully utilizing the existing labelled 
small-size dataset. We first design an annotation extension scheme that uses extra tree classifiers to train multiple 
estimators and then iteratively generate reliable labelled samples from unlabeled ones. Subsequently, we examine 
neural network scenarios on a newly extended dataset to learn the distributed representation. Experimental results 
suggest that the proposed approach has better generalization capability and improved performance than state-of-
the-art methods. 
Keywords: opinion spam detection, annotation extension, neural networks 
1. Introduction 
Product reviews have played an increasingly important role in the purchase decisions of potential customers. A 
study in Harvard University (Luca, 2013) showed that a one-point increment in star rating can increase revenue 
by 5%–9%. In consideration of earning financial incentives, spammers may be hired to write fake reviews to 
promote or demote the reputation of products or services. Genuine reviews are helpful for customers who intend 
to buy the right product and for businesses that aim to improve product quality. By contrast, fake comments 
constitute interference or noise, mislead potential customers, and produce adverse effects on the Internet economy. 
Many approaches for opinion spam detection are based on standard supervised learning techniques (Ott et al., 2011; 
Ott et al., 2013). A fake review often starts by praising certain products, belittling others, and inevitably exhibits 
many external features (Ren et al., 2017). Therefore, researchers have studied such fake reviews by applying 
supervised models to train the classifiers and predict the unknown reviews (Heydari et al., 2015; Cardoso et al., 
2018). The research on text classification is relatively mature and has been proven effective for other problems, 
such as e-mail spam and blog classification, and many methods can be applied for opinion spam detection. 
Opinion spam is more difficult (Li et al., 2015; Santosh et al., 2016) than the many other generic web spam 
classification tasks, e.g., link spam (Shen et al., 2006), email spam (Chirita et al., 2005), and blog spam (Kolari et 
al., 2006). One of the challenges in the opinion spam detection task is obtaining the ground-truth datasets. An 
experienced review spammer writes fake reviews very subtly such that even a human expert may not be able to 
distinguish between genuine and fake reviews by simply reading the content (Heydari et al., 2015). 
Correspondingly, a human may find annotating the spamicity of this review difficult by simply reading the same 
content. Thus, constructing the research datasets by inviting people to write fake/truthful reviews to mimic 
spammers’ writing may be more reasonable. To this end, Ott et al. (2011; 2013) used Amazon Mechanical Turk 
(AMT) to crowdsource anonymous online workers (called turkers) to write fake hotel reviews and generate one 
gold standard corpus of deceptive opinion spam (Note 1). Thus, fake review detection can be regarded as a text 
classification problem, and the results from using only linguistic features are encouraging (Ott et al., 2011; Ott et 
al., 2013; Li et al., 2017). 
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However, unlike other spam classification tasks, the existing review spam datasets are typically small in size and 
scarce due to the expensiveness of recruiting turkers. For example, Ott’s datasets have only several hundred spam 
reviews (Ott et al., 2013). Consequently, simulating complex fake reviews is difficult in real situations and may 
further affect the spam review detection performance even if excellent classifiers have been developed. On the 
contrary, although large quantities of unlabeled reviews are readily available in many e-commerce websites, the 
information cannot be used for standard supervised classification techniques (Piroonsup et al., 2018; Wu et al., 
2018). 
In this study, we attempt to address the popular task of spam review detection by fully utilizing the existing small-
size spam review dataset, which is highly costly to obtain. We propose a semi-supervised ensemble learning-based 
annotation extension scheme that trains multiple estimators to extend spam review label set with reliable unlabeled 
samples. We then conduct several experiments by training state-of-the-art neural network models on extended 
dataset to examine the extension classification performance. Neural networks have been proven highly effective 
for text classification tasks, and large-size datasets are usually preferable for these models to achieve better 
performance. To the best of our knowledge, such efforts on employing neural networks on extended spam review 
datasets have never been seen in any prior work. 
The main contributions of this study are listed as follows:  
 We propose a semi-supervised self-training based annotation extension scheme that trains multiple classifiers 

to extend the existing spam review label set from unlabeled samples. The goal of our proposed framework is 
to fully utilize the existing small-size spam review dataset and improve the performance of supervised 
algorithms by using abundant unlabeled data. 

 We examine several neural network scenarios on the extended and the original dataset to effectively capture 
the semantics of context and then learn the distributed representation for classification. Neural networks have 
been proven highly effective for text classification tasks, and large-size datasets are usually preferred for 
these models to enhance the performance.  

 We conduct extensive experiments, including the extension strategy and subsequent training of neural 
network models on the extended dataset, to evaluate the performance of our approaches. The results show 
that the method yields state-of-the-art performances, and our proposed approach is appropriate for this task.  

The rest of this paper is organized as follows. The related work is surveyed in Section 2. The proposed semi-
supervised annotation strategy and the neural models are presented in Sections 3 and 4, respectively. Our 
evaluation process and the experiment results are demonstrated in Section 5. Finally, conclusions and future 
directions are drawn in Section 6. 
2. Related Work 
We present a brief review of the related work mainly from three perspectives, namely, deceptive opinion spam 
detection, semi-supervised self-labelled techniques, and neural networks for learning the distributed representation. 
2.1 Deceptive Opinion Spam Detection 
To the best of our knowledge, deceptive opinion spam was first investigated by Jindal et al. (2008). Since then, 
this problem has attracted significant attention from both business and research communities (Ott et al., 2011; Ott 
et al., 2012; Fei et al., 2013; Wang et al., 2011; Wang et al., 2016; Savage et al. 2015; and Xu et al., 2013). 
Some related research attempted to utilize the filtered results of commercial websites, e.g., Yelp, to form the 
standard dataset for opinion spam detection research (Luca et al., 2013; Mukherjee et al., 2013a; and Santosh et 
al., 2016). In their work, the reviews filtered by the websites were considered deceptive (fake/spam), whereas 
others were considered truthful. Li et al. (2014) also discussed the lack of ground truth data for this task and 
analyzed the filtering results of another Chinese commercial website, Dianping (the last author from Dianping). 
They claimed that Dianping's algorithm has a highly high precision, but the recall is difficult to determine. The 
merit for such kinds of work is that the data are usually abundant, and many rich behavior features can be utilized 
(Mukherjee et al., 2013a; Rayana et al., 2015). The commercial anti-fraud filter is also conducted by algorithm, 
and the results may be not perfect. Hence, they are only called “near” ground truth. Obtaining ground truths for 
opinion detection research may only be possible upon spammer confessions or sting operations (Mukherjee et al., 
2015), which cannot be performed at large scale (Santosh et al., 2016).  
By comparison, Ott et al. (2011) used AMT to crowdsource anonymous online turkers to construct the text-based 
spam review dataset; thus, they are real spams; several text-classification-based work have been performed based 
on this dataset (Feng et al. 2012; Hai et al., 2016). Although expert annotation cannot fully eliminate the possibility 
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of any noise, the spam reviews created by turkers may be more reliable because these reviews are real spams. Due 
to the expensiveness of recruiting turkers, such kinds of existing datasets are usually limited (Hai et al., 2016). Li 
et al. (2014) also released another spam review dataset, which has a style similar to that of Ott’s dataset, but is still 
relatively small in scale.  
The lack of ground truth datasets also renders performance evaluation in spam review detection difficult. Indirect 
review classification-based evaluation method is then used as an alternative (Mukherjee et al., 2013a; Xu et al., 
2015). The idea is that if the detection model is effective, then the top k% reviews will tend to be spams than the 
bottom k% reviews. Two different review datasets can then be generated. Supervised text classification using n-
gram features is effective in detecting spam reviews (Ott et al., 2011; Ott et al., 2013). Thus, the resulting training 
data can be fed into n-gram-based classification to evaluate the performance of the model.  
2.2 Semi-supervised Self-Labelled Techniques 
Many data mining applications have abundant unlabeled examples, whereas labeled ones are costly to obtain. 
Therefore, semi-supervised learning algorithms have elicited considerable attention. A successful methodology to 
tackle such problems is self-labeled techniques, which take advantage of a supervised classifier to label instances 
with unknown class (Triguero et al., 2015). Many machine-learning researchers found that self-labeled techniques 
can produce considerable improvement in learning accuracy (Li et al., 2013; Ahmed et al., 2015). Self-labeled 
techniques include two well-known methodologies, namely, co-training and self-training. 
The standard co-training (Blum et al., 1998) considers the feature space to be two different conditionally 
independent views. Each view can train one classifier and then teach the other view to predict the classes (Du et 
al., 2011; Jiang et al., 2013). By contrast, advanced approaches for co-training are multi-view learning, which does 
not require explicit feature splits or the iterative mutual-teaching procedure (Zhou et al., 2010; Jin et al., 2014; and 
Sun et al., 2013 ).  
To the best of our knowledge, self-training was first proposed by Yarowsky et al. (1995) for word sense 
disambiguation. Self-training attempts to iteratively enlarge the labeled training set by utilizing many unlabeled 
samples (Li et al., 2005). At the beginning, a classifier is trained with original labeled data. Some highest reliable 
unlabeled data will then be selected and added incrementally into the labeled training set along with their predicted 
labels. The procedure is repeated until convergence (Wu et al., 2018). The advantage of self-training is that it does 
not require a specific assumption, and as a result, it can be used in almost any situation. The self-training approach 
has been widely used in many domains, including object detection (Rosenberg et al., 2005), face recognition (Roli 
et al., 2006), and so on.  
2.3 Distributed Representation Learning 
Recently, neural network models have been used to learn semantic representations for natural language processing 
tasks, and highly competitive results have been achieved. The idea of distributed representations, also noted as 
word embeddings, is to project words into low-dimensional continuous-valued vectors. In this manner, variable-
sized texts can be encoded into vectors with the same size, and comparison becomes convenient (Mikolov et al. 
2013; Li et al. 2016). Among the state-of-the-art neural networks, convolutional neural networks (CNN) models, 
which were originally invented for computer vision, have also been confirmed effective in using the 1D structure 
(word order) of text data and have been confirmed effective in capturing the semantics of n-grams of various 
granularities and achieving state-of-the-art results for many tasks, such as text classification (Kim et al. 2014; 
Johnson et al. 2015; and Wang et al., 2018), sentence modeling (Kalchbrenner et al. 2014), text-independent 
speaker verification (Zhang et al., 2018), and so on. Sequential model such as recurrent neural network (RNN) or 
long short-term memory (LSTM) have also been used for recurrent semantic composition and text classification 
(Rao et al., 2018; Xia et al., 2018).  
Several related work regard fake review detection as a text classification problem. The results of such approaches 
are encouraging because highly high accuracy has been achieved using only linguistic features (Li et al., 2014). 
Ren et al. (2016) use a neural network model to study the document-level representation for detecting deceptive 
opinion spam. The experimental results show that their method outperforms state-of-the-art methods in identifying 
deceptive opinion spam. Neural models can capture complex semantic information which is difficult to express 
using traditional discrete manual features. Moreover, neural networks take distributed word embeddings as inputs, 
which can be trained from a large-scale raw text, thereby alleviating the sparsity of annotated data to some extent. 
Although neural networks have been proven highly effective in text classification, many data may be needed to be 
fed into neural models to learn the distributed representation for classification. In this paper, we propose a semi-
supervised ensemble learning-based annotation extension scheme and conduct large-scale analysis by training 
state-of-the-art neural network models on the extended dataset. Thus, our approach is unlike previous studies (Ott 



cis.ccsenet.org Computer and Information Science Vol. 12, No. 2; 2019 

90 
 

et al., 2011; Mukherjee et al., 2012; Li et al., 2014) which rely on small-size data or solicited ground truth fake 
reviews. 
3. Overview of the Approach 
To tackle the problem of having few labelled samples and a multitude of unlabeled data in practical application of 
opinion spam detection, we propose a semi-supervised self-training based scenario in this paper. We use a semi-
supervised ensemble-based self-training framework to render an extension to the labelled set and then further 
investigate the application of neural networks which have been proven highly effective for text classification tasks 
to learn the continuous representations for training a better classifier. The general view of the proposed framework 
is plotted in Figure 1. 
The formal definition of the problem can be described as follows: Suppose 𝑥௜ denotes the ith data sample, and ω 
denotes one class (spam or genuine). L denotes the labelled set with ω known, and U denotes unlabelled set 
with ω unknown. The number of initial unlabelled data is commonly much larger than that of initial labelled data. 
The aim is to learn a better classifier C by using L ∪ Ur instead of L alone, where Ur means the extended set of 
reliable samples from U. 
3.1 Annotation Extension 
We provide the annotation extension strategy in Algorithm 1. The basic idea of our self-training based annotation 
extension is as follows. We first use available labelled data to train multiple initial classifier estimators. Each 
estimator is trained using the features which have been proven effective in previous work. We then use these 
classifier estimators to find a class label for each unlabelled data item, and some more reliable ones will be 
extended into Ur. The above strategy is one ensemble based method, and the objective is to find reliable self-
learning labelling results from the unlabelled set U to prevent possible performance degradation due to incorrect 
labeling. The unlabelled data with the highest confidence values are then combined with the originally labelled 
data to create a newly labelled dataset, namely, 𝐿ᇱ = L ∪ 𝑈௥. This extended labelled set 𝐿ᇱ is further used to train 
and update the classifiers for labelling unlabelled data in the next iteration. This iterative process continues until a 
stopping condition is met. To train one sufficiently good initial classifier, the stopping criterion is satisfied when 
no reliable sample (the reliability score is bigger than 𝜏௥) is selected into 𝑈௥.  
   
 
 
 
 
    
 
 
 
 
 
 

Figure 1. Proposed framework based on semi-supervised annotation extension and neural networks (we use 
multiple estimators, denoted as E1, E2, and so on, to compute the reliability of samples in the unlabeled set. ). 

 
Algorithm 1. Annotation extension algorithm 
1: Initialize: L = labelled review set, U = unlabelled review set, 𝑈௥ = Φ 
2: While stopping criteria not met do 
3:     On training set L ∪ 𝑈௥, train the initial classifier CI.  
4:     For each unlabelled review u in U:   
5:          Use CI to predict its label ω(u); 
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6：       Compute the reliability R(u); 
7：       If R(u) ≥  𝜏௥, then  
8：           Add u to 𝑈௥, namely,   𝑈௥ = 𝑈௥ ∪ 𝑢,  
9：           Delete u from U, namely, U ← U − 𝑢;      
10: End while 

 
To build a good initial classifier, and most importantly, to find reliable data from the unlabeled set U, one of the 
choices is the ensemble method because many estimators, which are available for such kinds of methods, can 
provide a way to compute the reliability score. The goal of the ensemble method is to combine predictions of 
several base estimators built with a given learning algorithm to achieve better generalizability/robustness 
compared with that of using a single estimator. On the average, the combined estimator is usually better than any 
of the single base estimators because its variance is reduced.   
We mainly use extra trees (ET) (Breiman et al., 2001; Geurts et al., 2006) as the initial classifier in this paper. ET 
classifier is the advance of random forest (RF) classifier in the averaging ensemble methods. Similar to RF, a 
random subset of candidate features is used. Instead of looking for the most discriminative thresholds, thresholds 
are drawn at random for each candidate feature, and the best of these randomly-generated thresholds is selected as 
the splitting rule in extremely randomized trees. In Section 5, we render an experimental comparison between ET 
and RF in the selection of initial classifiers, and the results show that the former achieves a better performance. 
Moreover, the ratio of two classes of the extended samples after each iteration may be skewed. Imbalanced data 
often produce poor prediction models (Chawla et al., 2004). Motivated by the study of Drummond and Holte 
(2003), we use an under-sampling strategy and select a subset of instances, which have the biggest reliability scores, 
the subset size is equal to that of the minority class from the majority class, and we combine it with the minority 
class to generate a balanced class distribution data (Note 2). 
3.2 Reliability Score 
Applying unlabeled data in semi-supervised self-training is beneficial, but in some cases, it may degrade the 
classifier’s performance if they are incorrectly labeled as an improper class by the initial classifier (Piroonsup et 
al., 2018;  Levatić et al., 2017). Some studies try to avoid this issue mainly by post-processing, e.g., self-training 
with editing (Zhou et al., 2005), or applying a noise-filtering method to remove the mislabeled data (Triguero et 
al., 2014). However, (Piroonsup et al., 2018) argued that these methods still have some side effects, which result 
in the feeding of incorrect data into the training process for the final classifier. 
To tackle this problem, we use the multiple estimators to compute the reliability score for each sample, since we 
use ET mechanism to extend the labelled from unlabelled set. Thus the prediction of one sample will be more 
reliable if the predictions of these classifiers are consistent. Standard deviation can then be used to measure the 
reliability. Thus, the reliability score can be defined as follows: 

         𝑅௨ = 1 − ට ଵ௞ିଵ ∑ (𝐸௝(𝑢) − 𝑀(𝑢))ଶ௞௝ୀଵ                                   (1) 

where 𝐸௝(𝑢)  is the prediction for sample 𝑢  returned by the jth estimator, and M(u)  is the prediction for 𝑢 
returned by the ensemble (i.e., the average of the predictions across all trees). This variance measure has been 
previously used in the context of bagging, where it performed the best among various approaches for estimating 
the reliability of regression predictions (Bosni et al., 2008; Levatić et al., 2017).  
Once the reliability scores for all samples from the unlabelled set are calculated, they will be sorted by the 
reliability score in descending order, and the reliable ones are chosen. In Section 5, we further demonstrate the 
relation of performance with respect to the reliability threshold τ_r.  
3.3 Feature Encoding 
To train the initial classifier, we concatenate three kinds of features, which have been proven effective in opinion 
spam detection tasks, for the ensemble based classifier to generate labelled samples. 
(1) F1: N-gram 
Previous work has shown that bag-of-words is effective in detecting domain-specific deception (Ott et al., 2011; 
Mihalcea et al., 2009). We use B+, i.e., the union of unigram and bigram as feature F1. Such approach has 
exhibited better performance than having unigram and bigram alone in related work (Ott et al., 2011).  
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(2) F2: Linguistic Inquiry and Word Count (LIWC) 
LIWC (Tausczik et al., 2010) is a popular computerized automated text analysis tool. It has been used to detect 
thoughts, feelings, personality, and motivations from the words used in everyday language. This tool has also been 
adopted to analyze deception (Hancock et al., 2007; Mihalcea et al., 2009). A combined classifier with both n-
gram and psychological deception features achieves nearly 90% accuracy on this task (Ott et al., 2011). Although 
other features have been considered in past deception detection work, early experiments found that LIWC features 
performed the best (Zhou et al., 2004). Based on Ott et al. (2011), we use features derived from the LIWC output 
and construct one feature dimension for each LIWC dimension.  
(3) F3: Deep Syntax 
Previous studies presented interesting correlations between the frequency distribution of syntax features, such as 
POS tags in a text and the genre of the text (Rayson et al., 2002), which may not be clear to human judges. Ott et 
al. (2011) found that although POS tags are effective in detecting fake product reviews, they are not as effective 
as words. Instead, Feng et al., (2012) argued that syntactic stylometry adds a certain unconventional angle to prior 
literature for deception detection. They used four different datasets, including that for product review spam, to 
demonstrate that features driven from context-free grammar parse trees consistently improve detection 
performance over several baselines based only on shallow lexicon-syntactic features. Thus, we use deep syntax 
feature as feature F3 in the annotation extension algorithm. We apply the Stanford parser (Chen et al., 2014) (Note 
3) to parse sentences. In the work of Feng (2012), they experimented on four different encodings of production 
rules, and the results show that the lexicalized production rules, ˆr∗, exhibit better performance; thus, we use ˆr∗ 
in this study, which indicates lexicalized production rules combined with the grandparent node, e.g., PRPˆNP 4 → 
“you.”  
4. Neural Models 
We train several state-of-the-art neural models to examine the performance of semi-supervised annotation 
extension as neural networks have achieved promising performance in text categorization tasks. Moreover, 
for supervised learning tasks, neural methods obviate feature engineering by translating the data into compact 
intermediate representations similar to principal components and derive layered structures that remove redundancy 
in representation. In the following, we describe the neural models for training and comparison. 
4.1 BiLSTM-RNN 
We use one variant of recurrent neural networks, namely, Bi-LSTM (Bidirectional Long Short-Term Memory) 
(Graves et al., 2013) for review spam classification. Bi-LSTM allows us to look ahead by employing a forward 
LSTM, which processes the sequence in chronological order, and a backward LSTM, which processes the sequence 
in reverse order. The output at a given time step is the concatenation of the corresponding states of the forward and 
backward LSTM as shown in Figure 2. 
To build the classifier, we use Softmax, which is calculated as follows: y(𝑎) = softmax(𝑊௦𝑎 + 𝑏௦)                                          (2) 𝑠𝑜𝑓𝑡𝑚𝑎𝑥௜ = ୣ୶୮ (௫೔)∑ ୣ୶୮ (௫ೕ)಴ೕసభ                                             (3) 
where 𝑊௦ ∈ 𝑅ଶ∗ௗ is the classification matrix and transforms composition vector 𝑎 to a real-valued vector, whose 
length is class number C (2 as there are two classes). Softmax converts real values to conditional probabilities. We 
use cross-entropy error between the gold sentiment distribution 𝑊௦ ∈ 𝑡୧ ∈ 𝑅஼×ଵ  and predicted sentiment 
distribution 𝑦୧ ∈ 𝑅஼×ଵ as the loss function, which is expressed as follows: loss(θ) = ∑ ∑ 𝑡௝௜ ∙ log൫𝑦௝௜൯ + 𝜆||𝜃||ଶ஼௝ୀଵ௜∈்                                       (4) 
where T is the training data. The loss is a function of parameter θ. All word vectors are stacked in the word 
embedding matrix 𝐿 ∈ 𝑅ௗ×|௏| , where |𝑉|  is the size of the vocabulary. Back propagation is employed to 
propagate the errors from the top to the leaf nodes. Derivatives of parameters are used to update the parameters. 
We train our model to minimize cross-entropy loss using stochastic gradient descent and set the learning rate at 
0.03. We use the Adam update rule, mini-batches of size 10, and early stopping with a patience of 10.  
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Figure 2. BiLSTM-RNN 
 

4.2 TextCNN 
CNNs were originally invented for computer vision (Lecun et al. 2015). These models have been subsequently 
confirmed effective in classifying 1D structure (word order) text data and have achieved promising results for 
many tasks (Kalchbrenner et al., 2014). Kim et al. (2014) found that a simple CNN with slight hyper-parameter 
tuning and static vectors achieved excellent results in sentence level classification tasks. Similar to the RGB-
channel in image processing, each filter in text classification is composed of a local patch of lower-level 
features into higher-level representation. In this paper, we also leverage different convolution window sizes given 
that CNN has been confirmed effective in capturing the semantics of n-grams of various granularities in text.  
We plot the model structure used in this paper in Figure 3. Five layers are observed from the bottom to the top: 
lookup layer, convolution layer, pooling layer, nonlinear layer, and average layer. As shown in Figure 3, we try 
CNN with multiple convolutional filters of different widths of 1, 2, and 3 (Tang et al., 2015) to produce sentence 
representation. Each convolution filter is conducted on the sentence vector by sliding convolution with the step 
length being 1. Each convolution filter consists of a list of linear layers with shared parameters. Formally, suppose 
that the input for the linear layer is 𝐼௖ = [𝑒௜; 𝑒௜ାଵ; … , 𝑒௜ା௟೔೎షభ] ∈ 𝑅ௗ∙௟೔೎ , which is the concatenation of word 
embeddings in a fixed-length input window size 𝑙௜௖. 𝑊௖ ∈ 𝑅௟೚೎×ௗ∙௟೔೎ is the filter, and 𝑏௖ ∈ 𝑅௟೚೎ is the bias, where 𝑙௢௖ is the output length of nonlinear layer. The output of a non-linear layer L4 is then generated as follows: 

          𝑂஼ୀ𝑓(𝑝(𝑊஼ ∙ 𝐼஼ + 𝑏௖))                                              (5) 
where 𝑝 is average pooling function, and 𝑓 is the non-linear function. We use hyperbolic tangent in this study, 
but it can naturally incorporate other functions, such as ReLU and the variants. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. TextCNN. L1: Lookup layer; L2: Convolution layer; L3: Pooling layer; L4: Nonlinear layer (tanh in 
this paper); and L5: Average layer 
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4.3 HierAtteNet (Hierarchical Attention Network) 
Yang et al. (2017) argued that for document classification, not all words contribute equally to the semantic 
representation of the sentence, and not all sentences contribute equally to the semantic representation of the entire 
document. We then investigate how Hierarchical Attention Network (HierAtteNet for short) work in our extended 
spam review dataset. We use GRU+attention mechanism to code the sentence vector and the word vector. It has 
six layers: 1) Embedding. For each word in the review, we use their word embedding form by using pre-trained 
lookup table. 2) Word Encoder. Word-level bidirectional GRU (Bahdanau et al., 2014) is used to code the word 
sequence in review text and determine hidden representation of words. 3) Word Attention. Word-level attention 
obtains important information in a sentence. 4) Sentence Encoder. Sentence-level bi-directional GRU obtains the 
hidden representation of sentences. 5) Sentence Attention.  Sentence-level attention selects the important 
sentence among sentences. 6) Full Connection and Softmax. In the end, the learned representation of review 
document vector can be used for spamicity classification. Figure 4 depicts layers 4–6, and we provide the 
corresponding computation process. We omit that of layers 1–3 as the processes are highly similar with layers 4–
6. 
 
 
 
 
 
 
 
 
     
 
 
   

Figure 4. HierAtteNet 
 

In this mechanism, the review vector can be computed as follows: h௜௧ = [𝐺𝑅𝑈(𝑆ప௧)ሬ⃖ሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬ, 𝐺𝑅𝑈(𝑆ప௧)ሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬ⃗ ]                                                    (6) 𝑢௜௧ = tanh (𝑊௪ℎ௜௧ + 𝑏௪)                                                      (7) 𝛼௜௧ = ୣ୶୮ (௨೔೟೅ ఓೢ)∑ ୣ୶୮ (௨೔೟೅ ఓೢ)೅೟సభ                                                           (8) v = ∑ 𝛼௜௧ℎ௜௧௧்ୀଵ                                                               (9) p = softmax(𝑊௖v + 𝑏௖)                                                      (10) 
In the above equations, the input 𝑆௜௧  denotes the embedding form of sentence. After calculating ℎ௜௧ , the 
normalized importance weight αit for eachℎ௜௧is obtained through a Softmax function. The review vector v is 
computed as a weighted sum of the word annotations ℎ௜௧  based on the weights αit. In the end, the learned 
representation of review document vector v can be used for review spam classification. The parameter context 
vector µw is randomly initialized and jointly learned during the training process. We use cross entropy as training 
loss and set max sentence length to 100 tokens, decay rate to 0.9, and optimizer to "rmsprop" in this paper. 
5. Experimental Results and Analysis 
5.1 Experiment Setup 
Dataset and settings. As discussed previously, Ott et al. (2013) introduced an opinion spam corpus, which is a 
highly reliable ground-truth dataset as they hire turkers to write fake reviews; thus, the dataset can simulate the 
real situation to the maximum extent. In this paper, we call this corpus the Ott dataset and use it as the labeled data 
in our work. In the Ott dataset, the reviews, which are approximately hotels, is composed of 400 genuine and 400 
fake reviews, totaling 800 reviews for each polarity (negative or positive). To remain consistent with their work, 
we also use hotel reviews as the unlabeled data in this study, whereas we collected up to 20,000 unlabeled hotel 
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reviews from TripAdvisor for each polarity; thus, the number is 25 times that of the original Ott dataset. In Table 
1, we provide the description of the original Ott dataset and that of the unlabeled dataset which is used for 
annotation extension. Detecting review spam is a challenging task because no one exactly knows the amount of 
spam in existence (Lim, et al., 2010), so the number of genuine reviews and the number of fake reviews in the 
unlabeled dataset is unknown and filled with “--” in Table I.  
 
Table 1. Dataset description 

Name Polarity #Genuine  #Fake #Total 
Ott Negative  400 400 800 
Ott Positive  400 400 800 
Unlabelled Negative  -- -- 20,000 
Unlabelled Positive  -- -- 20,000 

 
All the tests are performed on the Ott dataset. We use 80% of the Ott data and all the unlabelled data for self-
training, keep remaining 20% of the Ott dataset as the test set, shuffle all the data in this dataset randomly, and use 
five-fold cross-validation to examine the performance.  
Baselines and Evaluation Metrics. We compare against the following methods as our baselines, which consist of 
some existing work and neural network-based models: (1) Ott et al.’s method, which uses SVM classifier and 
B++LIWC features (Note 4); (2). Ren’s work (Ren et al., 2016), which is also a neural network-based approach 
for opinion spam detection; (3). Self-trained classifier. We use scikit-learn implementation (Note 5)of ET as 
classifiers and use three kinds of features shown in Section 3; and (4). Neural models described in Section 4. We 
trained these models on the finally extended dataset to examine if annotation extension results in improvements. 
We use pre-trained static vectors trained by Google word2vec toolkit (Note 6) from all the datasets (including both 
the labelled and unlabelled set) as the word embedding representation (embedding size is 300), and we adopt a 
non-static mode in the training process to update the parameter dynamically.  
We report the results of standard measures, namely, accuracy, precision, recall, and F1 measure on the test set. 
Suppose 𝑇𝑃  denotes true positives (Note 7), 𝐹𝑁  denotes false negatives, 𝐹𝑃  denotes false positives, and 𝑇𝑁 denotes true negatives. These measures can be calculated as follows:  𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = ்௉ା்ே௉ାே                                                               (11) 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = ்௉்௉ାி௉                                                               (12) 𝑅𝑒𝑐𝑎𝑙𝑙 = ்௉௉                                                                     (13)         𝐹ଵ − 𝑠𝑐𝑜𝑟𝑒 = ଶ∗௉௥௘௖௜௦௜௢௡∗ோ௘௖௔௟௟(௉௥௘௖௜௦௜௢௡ାோ௘௖௔௟௟)                                                      (14) 

5.2 Results and Analysis 
We provide the classification results of several comparative models and existing baselines for a general 
performance comparison. Table 2 (a) and (b) illustrate the results in two different kinds of datasets, namely, 
negative and positive, respectively. The results of several significance tests for paired t-test are also given in Table 
3. We use ET as the ensemble classifiers, use 80% of the original Ott dataset as the initial training set, set reliability 
threshold to 0.625, and set the number of estimators to 200 because these settings are optimal as shown in the 
following experiments. 
Our observations from Tables 2 and 3 are as follows:  
First, by using our annotation extension strategy, nearly all neural network models gain performance improvements 
on the extended dataset. The corresponding significance test shown in Table 3 implies that p-value of 
“AE+NN>NN” is less than 10−3. This finding suggests that using a typical small amount of labelled spam data 
which are readily available but expensive to obtain with a large amount of unlabelled data for training is feasible 
in opinion spam detection. Furthermore, it also suggests that semi-supervised self-training strategy is not only 
helpful in learning one well-learned classifier but also beneficial in forming a semi-labelled dataset which can be 
used further for training of neural network models. 
Second, AE+NN>AE+Ott et al. (SVM) and the significance test show the p-value is less than 10−2. This suggests 
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that neural networks are better than SVM for the self-learning extension dataset. We attribute this improvement to 
the generality capability of neural networks. As shown in Table 2, the performance of “AE+Ott et al. (SVM)” is 
better than “Ott et al. (SVM),” which implies that the self-learning based extension strategy itself is effective for 
other kinds of classifiers such as SVM, which has been used in (Ott et al., 2013). 
Third, we also render a comparison with some existing work in Table 2. We compare our approach with the work 
of Ren et al. (Ren et al., 2016), which also uses neural networks to detect opinion spam, and we re-implemented 
their work. The results show that our approaches are significantly more effective. 
We can also find that the spam detection of the negative polarity dataset is generally more difficult than that of the 
positive polarity dataset. However, the above trends can still be observed for both datasets.  
 
Table 2. Classification performance comparison. “AE” means annotation extension, and we feed the properly 
extended dataset based on self-learning into the neural network models. 
(a) Positive dataset 

Methods Acc. Pre. Rec. F1 
Ott et al. (SVM) (Ott. 2013) 89.30  88.90  89.80  89.30  
Ren et al. (2016) 90.65  90.28  91.57  90.92  
AE+Ott et al. (SVM) 90.42  91.21  90.49  90.85  
Extra-trees 89.86  89.73  90.14  89.93  
Bi-LSTM 88.95  88.68  89.32  89.00  
AE+ Bi-LSTM 90.76  91.63  90.97  91.30  
TextCNN 89.12  89.34  88.93  89.13  
AE+TextCNN 91.83  92.51  90.95  91.72  
HierAtteNet 89.82  89.74  89.98  89.86  
AE+HierAtteNet 92.37  92.64  91.28  91.95  

(b) Negative dataset 

Methods Acc. Pre. Rec. F1 
Ott et al. (SVM) (Ott. 2013) 86 85.6 86.5 86.1 
Ren et al. (2016) 86.57 87.2 86.3 86.75  
 AE+Ott et al. (SVM) 87.2 87.34 87.2 87.27  
Extra-trees 86.65 86.93 86.2 86.58  
Bi-LSTM 85.43 85.89 85.2 85.56  
AE+ Bi-LSTM 88.15 87.42 88.9 88.15  
TextCNN 85.54 85.68 85.5 85.60  
AE+TextCNN 87.78 88.39 87.2 87.80  
HierAtteNet 86.24 86.54 85.8 86.16  
AE+HierAtteNet 89.26 89.54 89.3 89.43  

 
Table 3. Paired t-test results 

Comparison Metrics and datasets p-value 
AE+NN>NN All < 10−3 
AE+NN> AE+Ott et al. (SVM) All < 10−2 
AE+NN> Ott et al. (SVM) (2013) All < 10−3 
AE+NN> Ren et al. (2016) All < 10−3 
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5.3 Initial Self-learning Classifiers 
In this subsection, we conduct experiments to see the effect of the selection of the initial classifiers and the number 
of estimators on the self-learning performance. We then find the suitable number of estimators based on the 
experimental results in training an effective initial self-learning classifier. Many previous work showed that 
inefficient initial classifiers can introduce incorrectly labelled data. If the mislabelled data are used to train the 
subsequent classifiers, then the performance will be affected adversely. 
 
 
 
 
 
 
 
 
 
 
 

(a) Positive dataset 
 
 
 
 
 
 
  
 
 
 

                                
(b) Negative dataset 

 Figure 5. Effect of # of estimators 
 

Based on this consideration, we rendered a comparison with several classifiers, including RF, ET, and SVM (with 
linear kernel). We also varied the number of estimators in the RF and ET classifier to see the performance 
difference. The results are shown in Figure 5, where x-axis is the number of iterators, and vertical axis is the 
accuracy (Note 8). In this experiment, we use all the 80% labelled data as the training set and the remaining 20% 
as the test set. 
As shown in Figs. 5 (a) and (b), with the increase of estimator number, the performances of both ET and RF 
increase correspondingly. ET generally perform better than RF. We can observe that when the number of estimators 
is around 200, the accuracy for both classifiers begin to stabilize. We also find that ET with enough number of 
estimators (e.g., 200) are slightly better than SVM. Recall that by using ET classifier, calculating the reliability 
score based on standard deviation of these estimators is highly convenient, as shown in Section 3. 
5.4 Varying the Reliability of Labelled Training Data 
In this subsection, we conduct experiments to see the performance of the proposed approach with respect to the 
reliability score threshold 𝜏௥ in Algorithm 1. For same 𝜏௥, we use 80% of the labelled data for self-training and 
keep the remaining 20% as the test set. Five-fold cross-validation is used to examine the performance. Figs. 6 (a) 
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and (b) illustrate the results in two different kinds of datasets, namely, negative and positive, respectively. The x-
axis is the reliability score threshold 𝜏௥, and the y-axis is the accuracy. For our binary classification problem (class 
label is 1 or 0), the largest possible prediction deviation is 0.5, which means the worst situation. In the experiments, 
we find that when reliability score threshold is greater than 0.7 (namely, the standard deviation of classification 
threshold is smaller than 0.3), highly few unlabelled data are selected, and the performance remains nearly the 
same as training with the original labelled datasets. So in both figures, the range of  𝜏௥ is set between 0.7 and 
0.5, which also means the corresponding range of classification standard deviation is between 0.3 to 0.5. 
These two figures show that at the beginning, namely, when the reliability score threshold is highly high, e.g., 
approximately 0.7 to 0.625 in the figures, the performance improves with the decrease of the threshold, and the 
performance reaches the peaks when the threshold is approximately 0.625 to 0.6. Afterward, with the subsequent 
decrease of reliability score threshold, the performance begins to degrade. We argue that the underlying reason for 
above trends is that high reliability score threshold means strict constraints on the classification consistence of 
estimators. Thus, few unreliable data may be eligible to be selected into the extended training set, and the 
performance may remain unchanged or slightly improve compared with training using only the original labelled 
data. More reliable unlabelled data are selected with the moderate decrease of the reliability threshold. Thus, we 
can see a performance gain from the curves. By contrast, when the reliability threshold is highly low, e.g., lower 
than 0.55 in experiments, the classifiers may be affected by increasingly more unreliable data, which will worsen 
the classification performance. In related work (Bosni et al., 2008; Levatić et al., 2017), they also argued that the 
disadvantage of self-learning is that if samples of wrong classification are added to the training set, the errors that 
they render in the subsequent training process will be increasingly  deeper, and the other samples tend to render 
mistakes. Thus, the performance of self-training can deteriorate. Their findings may also help explain our 
experimental results. 
 
 
 
 
 
 
 
 
     
 

(a) Positive dataset 
 
 
 
 
 
 
 
 
 

(b) Negative dataset 
Figure 6. Effect of reliability threshold 𝜏௥  

 
6. Conclusions and Future Work 
The expensiveness of spam review corpus construction process may render a fully labelled training set infeasible, 
whereas unlabelled data is relatively inexpensive to acquire. Thus, in this work, we propose an opinion spam 
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detection method based on annotation extension and neural models. Our work has demonstrated that the proposed 
semi-supervised based annotation extension strategy has considerable practical value. Improvements can be 
achieved by training state-of-the-art neural networks, particularly due to their generalization capability, and 
translating the data into intermediate compact representations without manual feature engineering. 
Our work suggests that semi-supervised self-training is an efficient method for learning with few labelled data and 
a large set of unlabelled data. In addition, our strategy is feasible for the opinion spam detection task. For the future 
work, as our preliminary work has shown that the reliability of unlabelled data plays an important role in the 
performance of such kind of methods, the possible directions may focus on finding reliable labelled data or 
developing more powerful initial classifiers in the self-learning process. 
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Notes 
Note 1. http://myleott.com/op_spam 
Note 2. Ott’s dataset (Ott et al., 2013) is also balanced (50% class distribution). For a detailed analysis of detection 
in the skewed class distribution, refer to Mukherjee et al. (2013) 
Note 3. https://nlp.stanford.edu/software/lex-parser.html 
Note 4. B+ means “uingram+bigram” 
Note 5. http://scikit-learn.org/ 
Note 6. https://code.google.com/p/word2vec 
Note 7. “Positive” and “negative” here are the commonly used terms in performance evaluation. The former means 
spam review, and the latter means non-spam in this paper, so they are not sentiment polarity. 
Note 8. We use accuracy as the evaluation metric in the following experiments because we found that the accuracy 
results from various models were nearly equivalent to F-measures on these two balanced datasets. 
 
Copyrights 
Copyright for this article is retained by the author(s), with first publication rights granted to the journal. 
This is an open-access article distributed under the terms and conditions of the Creative Commons Attribution 
license (http://creativecommons.org/licenses/by/4.0/). 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


